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Chapter 8

Topology Optimization
Problems of Density
Variation Type

From this chapter, we finally examine shape optimization problems in continua.
Firstly, let us think about a problem seeking the appropriate arrangement of
holes in a domain where the boundary value problem of a partial differential
equation is defined. Such a problem is known as the topology optimization
problem. Here, the term topology refers to the study of geometrical properties
and spatial relation of objects unaffected by the continuous change of their shape
or size. In mathematics, two mathematical objects are said to belong to the
same topology if they are images of two homotopic maps; that is, if one can be
continuously deformed into the other. Therefore, letting n be a natural number,
a set of n-connected domains are regarded as belonging to the same homotopy
groups. Here, the term “topology optimization” in the topology optimization
problem refers to the determination of the connectivity of the design domain that
optimizes an object’s material distribution through insertion and arrangement
of holes in its structure. However, as will be explained in detail later, the shape
of the holes actually becomes the target. Therefore, the problems dealt with
in this chapter also become included in shape optimization problems in a wider
sense. In this book, it will be referred to as the topology optimization problem
in the sense that topology is also in the scope of the design.

Until now, various problem formulations with respect to the topology
optimization problem and solutions to these problems have been proposed. By
setting up a fixed domain in which a design target is included, a way to choose
the characteristic function (an L°°-class function which takes the value 0 in holes
and 1 in a domain) of the domain as the design variable was considered. In such
a problem, we determine a state determination problem as a boundary value
problem multiplying the characteristic function with the coefficient of the partial
differential equation, and define the cost function by the characteristic function
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Fig. 8.1: Rank 2 material.

and the solutions of the boundary value problem. However, it was shown that
such a problem does not always have a solution [31]. The basic reason for this is
that a set of L°°-class functions does not induce enough regularity to keep the
compactness of the admissible set of design variables [2]. Subsequently, the idea
of applying a method (homogenization technique) for describing a continuum
problem with a microstructure was shown [3,19-22, 24, 25]. In particular, with
respect to a d € {2, 3}-dimensional linear elastic body, the material constructed
of microlayers of d types crossing over one another such as that in Fig. 8.1
are referred to as rank d material. Since the homogenized material constant
of the rank d material could be analytically obtained, it was investigated in
a lot of papers, see, for instance, [5,7,18,32]. As a result, it was shown that
in a uniform stress field, if each layer density in the direction of each principal
stress is determined in proportion to the value of each principal stress, the mean
compliance will be minimized as the volume is constrained [18]. However, no
results could be obtained which recognize macro holes. Moreover, since rank
d material has no rigidity with respect to shearing deformation, there was an
issue with it not being applicable as a mechanical structure.

The generation of holes was confirmed when a continuum with a rectangular
hole in a microcell Y similar to the one in Fig. 8.2 was assumed [6, 9, 26, 38].
This problem is constructed as a function optimization problem with the design
variable as (al,ag,G)T : D — R3 in Fig. 8.2. The numerical solution of this
problem was obtained by an iterative method satisfying the optimality criteria
[38]. If such a numerical solution is obtained, we can define the density by the
ratio of the magnitude of holes to the microcell and determine the shapes of
holes from the isosurface of the density with an appropriate threshold.

After that, it was shown that even if a microstructure is not assumed, when
function ¢ : D — [0,1] (in reality, in order to avoid the discontinuity of the
solution of state determination problem occurring at ¢ — 0, ¢ : D — [¢, 1] is
used with some small constant c) representing density is set to be the design
variable, the same topology can be obtained as per the case of micro rectangular
holes [28,41]. In this case, a material characteristic (a coefficient of a partial
differential equation) k was assumed to be given by

k ((b) = k0¢a7
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(a) Boundary value problem (b) Density ¢ and material constant & (¢)

Fig. 8.3: SIMP model.

where kg is the existing material constant and « > 1 is a constant. Figure 8.3
shows the image of a topology optimization problem in that case. Figure 8.3
(a) shows an example of a state determination problem (boundary value
problem). Figure 8.3 (b) shows the relationship between density ¢ and material
characteristic k. If the density which is the design variable ¢ (function defined
on D) varies, the material characteristic k (¢) (function defined on D) varies
via the function in Fig. 8.3 (b) and causes the solution of the boundary value
problem of Fig. 8.3 (a) to vary. A topology optimization problem defined
in this way is referred to as topology optimization problem of density type.
Moreover, this problem is also referred to as the SIMP (solid isotropic material
with penalization) model [35]. The reason for this can be explained in the
following way. With respect to mid-level density (¢ = 0.5), for materials with
homogeneous material such as in Fig. 8.4 (a), the material characteristic k
becomes 0.5%. But if, as in Fig. 8.4 (b), it splits into ¢ = 0 and ¢ = 1, k
becomes 0.5. For 0.5% < 0.5, it becomes a model which gives a penalty to
materials split into ¢ = 0 and ¢ = 1 as having a greater material characteristic
value compared with uniform materials.

With respect to the topology optimization problem of density type, the
Fréchet derivatives of cost functions are calculated via the finite element method
using an evaluation method such as one shown later. However, if a constant
density is assumed for each finite element and moved in the negative direction of
the Fréchet derivative, it has been pointed out that the density is seen to vibrate
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(a) Uniform material (b) Material split into 0 and 1

Fig. 8.4: Microstructures when density is 0.5.

e 2
(a) Checkerboard pattern (b) Optimal density by H' gradient method

Fig. 8.5: Numerical example of density-type topology optimization problem for
linear elastic body (provided by Quint Corporation).

in a checkerboard pattern [10]. Figure 8.5 (a) shows the results of numerical
analysis with respect to a mean compliance minimization problem (Problem
8.9.3) of a two-dimensional linear elastic body. In a state determination problem,
an external force pointing in the downward direction acts on the center of the
right edge while the left edge is fixed. The black and white elements show that
¢ is close to 1 and 0, respectively. When this type of phenomenon occurs, it can
be avoided by implementing post-processing such as filtering, etc. [17, 23, 37].
Moreover, methods to approximate the distribution of material parameters in a
microstructure with continuous basis functions were shown [27]. However, it has
been pointed out that a different issue called the island phenomenon, etc., may
arise [34]. Moreover, to remove the intermediate density regions, methods using
projection from intermediate density to zero one values were proposed [36,40].

In contrast, in this chapter, we shall think about the numerical analysis of
density-type topology optimization problem along the framework of abstract
optimization design problem shown in Chap. 7. However, in this chapter, a
function @ defined on D is newly chosen as the design variable rather than
choosing directly the density to be the design variable, for reasons shown later.
Hence, the density-type topology optimization problem in such a scenario will
be referred to as the topology optimization problem of #-type. The framework
of the logic used in this chapter is shown clearly in the paper [4]. Figure 8.5 (b)
is the result obtained from the algorithm shown in Sect. 8.7. The fact that no
numerical instability phenomenon such as the checkerboard pattern is generated
can be seen.

This chapter is constructed in the following way. In Sect. 8.1, the
admissible set of the design variable 6 is defined in order to construct a topology
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optimization problem in continuum. In Sect. 8.2, a #-type Poisson problem
is defined as a state determination problem assuming that a design variable
is given. Using the design variable and the solution (state variables) of the
state determination problem, the topology optimization problem of #-type will
be defined in Sect. 8.3. Here, a cost function of general form will be used.
The existence of a solution to the topology optimization problem of f-type is
shown in Sect. 8.4. In Sect. 8.5, by referring to the Fréchet derivatives of cost
functions with respect to variation of the design variable 6 as #-derivatives, the
process for obtaining the 6-derivatives and second-order 6-derivatives of cost
functions will be seen based on the methods for seeking Fréchet derivatives of
cost functions shown in Section 7.5. As a result, depending on the setting of
the state determination problem, it becomes apparent that the 6-derivatives of
the cost functions do not has regularity such that it would be included in the
admissible set of design variables. In Sect. 8.6, the abstract gradient method and
abstract Newton method are specified with respect to the topology optimization
problem of #-type. It becomes apparent that the variation of § which can be
obtained from such methods have the regularity such that it could be included
in the admissible set of design variable. In Sect. 8.7, the algorithm for solving
the topology optimization problem of #-type will be considered. However, the
basic construction is the algorithm as shown in Section 3.7. Error estimations
when numerical analyses are conducted via this algorithm are considered in Sect.
8.8. Here, the results of error estimation from the numerical analysis shown in
Section 6.6 are used. Once the method for solving a Poisson-problem-related
topology optimization problem of #-type has been confirmed, we define a mean
compliance minimization problem of a linear elastic body and an energy loss
minimization problem of a Stokes flow field as topology optimization problems of
f-type and show the process for seeking the #-derivatives of their cost functions
in Sections 8.9 and 8.10. Moreover, a numerical example with respect to a
simple problem is shown in each section.

8.1 Set of Design Variables

Firstly, let us define a set of design variables in order to construct a topology
optimization problem of a continuum. In this chapter, as shown in Fig. 8.3
(a), D is taken to be a d € {2,3}-dimensional Lipschitz domain. I'p C 9D is
taken to be a Dirichlet boundary and |I'p| # 0. Ty € D \ I'p is a Neumann
boundary.

In research so far, the range of density ¢ is limited to [0,1]. The set of
functions with restricted range such as this cannot be a linear space. Hence in
this book, 6 : D — R is set to be the design variable and the density is assumed
to be given by a sigmoid function ¢ € C* (R;R) with respect to 8. Several
functions are known to be sigmoid functions. Here, either

b () = %tan*l 0+ % (8.1.1)
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or

o (0) = }tanhe + L (8.1.2)
2 2
is used. These graphs are shown in Fig. 8.6. At this point, there is a need to
note that ¢ : R — R is a function which returns (0,1) when 6 is given, and is
not a function defined in D. However, because 6 is a function with the domain
D, ¢ (0) becomes a function defined in D.

With respect to this type of design variable 6, let us use the framework of
an abstract optimal design problem (Problem 7.3.1) to define the linear space
of design variables. As seen in Section 7.1, if the use of the gradient method is
considered, the linear space of design variables needs to be a real Hilbert space.
Hence, the linear space of design variable 6 is set to be

X={0cH" (D;R)| 6=0inQc}, (8.1.3)

where Q¢ C D is a boundary or a domain on which a variation of @ is compressed
according to the design demands. If a function ¢ : D — R is specified and
it is assumed that # = ¢ is established on Q¢, 8 = 6 — 6 is assumed to be
an element of X. In particular, if Q¢ is not required, # € X = H' (D;R) is
assumed.

Furthermore, in order to be able to determine a Lipschitz continuous
boundary from the isosurfaces of § and to be compact in X, we assume that the

admissible set of design variables is, at least, given by
D= {9 € X N H?(D;R) N C%! (D;R) ’

max {0] 112,z - [llcon gy } < B} (8.1.4)

where (3 is a positive constant. The requirement that D is a compact set in
X is assured by H? (D;R) € H' (D;R) obtained from the Rellich-Kondrachov
compact embedding theorem (Theorem 4.4.15). Moreover, in the same manner
as Chap. 1, we consider that the boundedness constraint with norm is a side
constraint and assume that 6 is an interior point of D (6 € D°) and when the
side constraint is activated, we include it in the inequality constraints.

8.2 State Determination Problem

The linear space X and the admissible set D of design variables have been
defined, hence let us next define the boundary value problem of a partial
differential equation which is a state determination problem. Here, the Poisson
problem is considered for simplicity.

A Poisson problem (Problem 5.1.1) is defined in Chap. 5. Here, the Poisson
problem when 6 is a design variable is called the #-type Poisson problem and
its definition is shown based on the framework of an abstract optimal design
problem (Problem 7.3.1).
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Fig. 8.6: Sigmoid functions for density ¢ (6) with respect to the design variable
6.

The linear space of state variables (real Hilbert space) containing the
homogeneous solution (which is given by & = u — up with a known function up
provided for Dirichlet condition) of 8-type Poisson problem is set to be

U={ueH" (D;R)|u=0onTp}. (8.2.1)

Furthermore, in order for the variation of 6 obtained by the gradient method
which will be shown later to be included in D of Eq. (8.1.4), the admissible
set of state variables u of the homogeneous form with respect to the state
determination problem is set to be

S={ueUnW"™ (D;R)| dyul, € L*(I'p;R)}, (8.2.2)

where we let gr be an integer satisfying qr > d.

In order for the homogeneous solution @ with respect to a state determination
problem to be in S, from the results seen in Section 5.3, the following
assumptions are set with respect to the regularity of the known function.

Hypothesis 8.2.1 (Regularity of given functions) With respect to gg >
d, it is assumed that

be C' (X;L*™ (D;R)), px € WY (D;R), up € H* (D;R),
where C! (-; -) denotes the set of Fréchet differentiables (Definition 4.5.4). O

Moreover, the following assumption is established with respect to the
regularity of the boundary.

Hypothesis 8.2.2 (Opening angle of corner point) Let D be a
two-dimensional domain. In relation to the corner points on the boundary, and
with respect to the Dirichlet boundary and Neumann boundary,

(1) if the opening angle § is on the same type of boundary, 8 < 2,

(2) if it is on a mixed boundary, S < 7.
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Fig. 8.7: 6-type Poisson problem.

Meanwhile, if D is a three-dimensional domain, the corner line on the boundary
is smooth and it is assumed that the aforementioned relationship holds on
the corner points of the boundary at a plane perpendicular to the corner line.
Furthermore, the crossing points of the corner lines or the apexes of the conical
boundaries are assumed not to have such singularities as they go beyond the
framework within this book. a

If Hypotheses 8.2.1 and 8.2.2 hold, the fact that w is included in
Wh2ar (D;R) can be confirmed as below. If Hypothesis 8.2.1 holds with respect
to given functions, as seen in Section 5.3.1, u is included in W129® class at all
points except those around the corner. Furthermore, from Proposition 5.3.1, if

w>1-— 2 (8.2.3)
2qr
holds, u becomes included in the W24r class. Here, in the neighborhood around
corner points on the homogeneous boundary of Dirichlet or Neumann boundary
type, w = 7/f, hence the condition (1) in Hypothesis 8.2.2 can be obtained.
Moreover, at the neighborhood of a corner point of the mixed boundary, from
the fact that w = 7/ (28), the condition (2) of Hypothesis 8.2.2 is obtained.
Let us use the hypotheses above to define the state determination problem.
For simplicity, we consider a Poisson problem such as in Fig. 8.7. Here, v -V is
also to be written as 0, .

Problem 8.2.3 (6-type Poisson problem) With respect to 8 € D, suppose
that Hypotheses 8.2.1 and 8.2.2 are satisfied. Let @ > 1 be a constant and ¢ (6)
a function given by Eq. (8.1.1) or Eq. (8.1.2). In this case, obtain u : D — R
which satisfies
-V - (¢*(0)Vu)=b(0) in D,
¢* (0)du=pn only,
u=up onlp.

g

The unique existence of a weak solution to Problem 8.2.3 is guaranteed by
the Lax—Milgram theorem (Theorem 5.2.4) with respect to & = v — up € U.



8.3 Topology Optimization Problem of 8-Type 11

Subsequently, @ will be used to mean u —up. Moreover, if Hypotheses 8.2.1 and
8.2.2 are satisfied, u — up € S is guaranteed.

For later use, the Lagrange function with respect to Problem 8.2.3 is defined
as

zs (97 u, U)

:/D(—cﬁa(G)Vu-Vv—I—b(G)v) da

+ / pnv dy + {(u—up) ¢ (0) dyv + ve™ (0) Oyu} dy, (8.2.4)
I'n '

where w is not necessarily the solution of Problem 8.2.3, and v € S was
introduced as a Lagrange multiplier. That v € U is a Lagrange multiplier
with respect to Problem 8.2.3 can be confirmed by recalling that in the process
to obtain the weak form of the Poisson problem (Problem 5.1.1) in Chap. 5,
v € U was introduced as a Lagrange multiplier. In Eq. (8.2.4), the third term on
the right-hand side is a term which was removed in Chap. 5 using u—up,v € U
when seeking the weak form of the Poisson problem. In reality, by removing
this term, u and v could be viewed as H!-class functions (in order for d,v to
have meaning on I'p, v needs to be a H2-class function). Here, however, that
term will be left. The reason for this is because when a cost function f; includes
the boundary integral on I'p, it becomes apparent that the boundary condition
of the adjoint problem with respect to f; is seen from the boundary integral on
I'p in the Lagrange function of f; by using this term. Matching the definition
by Eq. (7.2.3) of a Lagrange function with respect to the abstract variational
problem in Chap. 7, using u = u — up, we write

% (0,u,v) = —a () (u,v) +1(0) (v) = —a () (a,v) +1(0) (v), (8.2.5)

where
a(0) (u,v) = /D ¢% (0) Vu - Vo dz, (8.2.6)
1(0) (v) = /D b(0)v dx +/F pNv d, (8.2.7)
1(0) (v) =1(0) (v) + a(0) (up,v). (8.2.8)
When u is the solution to Problem 8.2.3,
Zs (0,u,v) =0,

holds for all v € U. This equation is equivalent to the weak form of Problem
8.2.3.

8.3 Topology Optimization Problem of 6-Type

The design variable 6 and solution u of the state determination problem (state
variable) were already defined. Hence, let us use these to define the topology
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optimization problem of #-type. Here, we will consider a general cost function.
Let u be the solution of a state determination problem (Problem 8.2.3) with
respect to § € D and set the cost function for each i € {0,1,...,m} as

fi (9,u):/DQ (0, u, Vu) dx—l—/r e (u) dy

N

- /F npi (6% (0) Opu) dry — ¢, (8.3.1)

where ¢; is a constant and is determined so that some (0,4) € D x S exists
that satisfies f; < 0 for all ¢ € {1,...,m} (Slater constraint qualification is
satisfied). Moreover, (;, nn; and 7np; are assumed to be given by the following.
These hypotheses will be used in an adjoint problem (Problem 8.5.1) to satisfy
appropriate regularity requirements. To obtain the second-order 6 derivatives
of cost functions, additional hypotheses are needed but we will not specify
them further. Nevertheless, we will only assume that sufficient conditions are
satisfied by the state and adjoint state variables for us to be able to carry out
a second-order differentiation of the cost functions with respect to 6.

Hypothesis 8.3.1 (Regularity of cost functions) For cost functions f;
(i € {0,1,...,m}) of Eq. (8.3.1), assume that ¢; € C* (R x R x R4 R), nn; €
C! (R;R) and np; € C* (R;R), and with respect to (6,u, Vu,d,u) € D x S x
GxGr, (G={Vu|uesS} G, = {8l,u|FD | ue S},

G (0,u,Vu) € L' (D;R), Co (0,u, Vu) € L™ (D;R),

Ciu (0,4, Vu) € L™ (D;R), (gt (0,u, Vu) € W (D;R?)
mvi (u) € L' (T R), iy (u) € L2 (T R),

i (0% () dyu) € L' (TpsR),  npy; (6% (0) Oyu) € WHT (Ip; R) .

g

As a supplementary explanation, if we are worried that d,u in the third term
on the right-hand side of Eq. (8.3.1) cannot be defined from the assumption of
u —up € S, it is remarked that this term will disappear due to the Dirichlet
condition of adjoint problem (Problem 8.5.1) with respect to f; shown later.

Using cost functions fy, f1, ..., fm of Eq. (8.3.1) and the framework of
an abstract optimal design problem (Problem 7.3.1), the topology optimization
problem of #-type is defined as follows.

Problem 8.3.2 (Topology optimization problem of 6-type) Let D and
S be given by Eq. (8.1.4) and Eq. (8.2.2), respectively. Suppose fo, ... ,
fm : X x U — R are given by Eq. (8.3.1). In this case, obtain 6 which satisfies

min {fo@,u)| fr(0,u) <O0,...,fm(0,u) <0, Problem 8.2.3}.
(0,u—up)eDXS

g
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Based on the definition of a Lagrange function in Eq. (7.3.2) with respect
to the abstract optimal design problem in Chap. 7, the Lagrange function with
respect to Problem 8.3.2 is set to be

L (0,u,00,V1, -+ Uy Ay e ey An)
=% (0,u,v0) + Z i (0, u,v;), (8.3.2)

where A = {)\q,.. ., )\m}T € R™ are Lagrange multipliers with respect to f; <0,
., fm < 0. Moreover,

vgi (03u7vi) = fz (egu) + gs (H,U,U,L')
= / (CZ (03 U, VU) - ¢a (0) Vu - V’Ui + b (0) ”UZ‘) dx
D

+/F (nNi (u) + pno;i) dy
+A:“ufmﬂ#%®@w

+ (vi9 (0) Oyu — npi (0™ (0) 8uu))}d7 —¢ (8.3.3)

is a Lagrange function with respect to f;. Here, %5 is the Lagrange function
with respect to Problem 8.2.3 defined in Eq. (8.2.4). Moreover, v; is a Lagrange
multiplier with respect to a state determination problem prepared for f; and
assumes v; — 1p,; € U. Furthermore, when thinking about the solution of the
topology optimization problem of #-type, the admissible set of ¥; = v; — np;
(admissible set of adjoint variables) needs to be a subset of S.

8.4 Existence of an Optimum Solution

The existence of an optimum solution of Problem 8.3.2 can be assured by
Theorem 7.4.4 in Chap. 7. To use it, we need to show the compactness of

F={(6,a(8) € Dx S | Problem 8.2.3} (8.4.1)

and the (lower semi) continuity of fo. Here, we use &« = u —up € U.
The compactness of F is presented in the following lemma.

Lemma 8.4.1 (Compactiness of F) Suppose that Hypothesis 8.2.1 and
Hypothesis 8.2.2 are satisfied. With respect to an arbitrary Cauchy sequence
0, — 0 in X which is uniformly convergent in D and the solutions u,, = 4 (6,) €
U (n — o0) of Problem 8.2.3, the convergence

Uy, — 4 strongly in U

holds, and @ = @ (¢) € U solves Problem 8.2.3. a
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Proof Concerning the solution %, of Problem 8.2.3 for 0,,, the inequality

o [} < @ (00) (n, in) =1 (0) (in) < |[1(62)

Nanlly

holds, where a (6,,) and [ (6,,) are defined in Eq. (8.2.5), and as, is a positive constant
used in the definition of coerciveness for a (0,) (see (1) in the answer to Exercise
5.2.5). When 6,, — 6 (uniform convergence in D), a,, can be replaced by a positive
e = (On) +a(0n) (up, )y
(1(6») is defined in Eq. (8.2.5)) being bounded can be shown using (3) in the answer to
Exercise 5.2.5 via the convergence ¢® (6,,) — ¢* (6) for 6, — 6 (uniform convergence
in D), where [ (v) and © in Exercise 5.2.5 are replaced by I (6,,) (v) and D, respectively.
Hence, there exists a subsequence such that @, — % weakly in U.

Next, we will show that @ solves Problem 8.2.3 for #. From the definition of
Problem 8.2.3, we have

constant « not depending with n. The norm "Z(Qn)

lim a(6n) (@n,v) = lim (6,) (v), (8.4.2)

n— oo n—oo

with respect to an arbitrary v € U. The right-hand side of Eq. (8.4.2) becomes

lim (6,) (v) =1(6) (v). (8.4.3)

n— oo

Indeed, from Hypothesis 8.2.1, the inequality

(00 =1O®[=| [ 66 -bE)vda

SNo(Bn) = Ol r2(pg) IVl 2Dy =0 (0 — 00)

holds. The left-hand side of Eq. (8.4.2) becomes
lim a(6) (an,v) = a(0) (4,v). (8.4.4)

n—o0o

This is due to the fact that, since @, — 4 weakly in U, we then have
|a (6n) (@n,v) — a(0) (@,v)]
/ (6% (0n) — 9% (0)) Vi, - Vv dz / o (0) V (ty, — @) - Vv dz
D D

<167 (0n) = 8% (D)l co.1 (piwy NTnll g1 (pizy 101 1 (o) + @ (0) (@n — @, v))
=0 (n— o).

Jr

Substituting Eq. (8.4.3) and Eq. (8.4.4) into Eq. (8.4.2), the weak form of Problem
8.2.3 is obtained. It means that & = @ (6) € U solves Problem 8.2.3.

Since the weak convergence of {un} to u was shown, the strong convergence
can be confirmed by showing

neN

lunlly = llully  (n— 00). (8.4.5)
Indeed, when we use a (0) in Eq. (8.2.6) as a norm in U and define

ol = a(8) (v, v),
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we have
llunlll = a(0) (un, un) = a (0 = On) (tn,un) + a(On) (un, un)
= [ (6" ®) = 67 (0.0) Vi e o +1(6,) (u)
= 1(0) (u) = [lull  (n — o0). (8.4.6)
From the above relation, it follows that u, — u strongly in U, as desired. O

We consider that the condition of 4 (6) included in S is guaranteed in the
setting of Problem 8.2.3 (Hypotheses 8.2.1 and 8.2.2).
The continuity of fo means that fy is continuous on

S={(0,a(0) € F| fr (0,u(0)) <0, , fon (0,u(6)) <0} (8.4.7)

Then, we will confirm the continuity of fy by showing the continuity of f;
(i € {0,1,...,m}) by the following lemma and assuming that S is not empty.

Lemma 8.4.2 (Continuity of fy) Let f; be defined as in Eq. (8.3.1) under
Hypothesis 8.3.1. Also, let u,, — wu strongly in U which is determined by
Lemma 8.4.1 with respect to an arbitrary Cauchy sequence 6,, — 6 in X, which
is uniformly convergent in D, satisfy ||0,un — dyullp2r, gy — 0 (n — 00) on
I'p. Then, f; is continuous with respect to 6 € D. O

Proof The proof will be completed when

‘fl (HTHUTL) - fl (07u)| < ’L (Cl (QTL:u?M Vu'fl) - Cl (97u7 V’LL)) dz

+

) = ) dv’

—+

[ 001 6% 02) ) = o (67 (0)2,0) dv’
=ep+tery +erp 20 (n— o0) (8.4.8)

is shown with respect to 6, — 6 (0,,06 € D). From @, — @ weakly in
U, the convergence ep — 0 (n — o0) is obtained. Indeed, writing (; (t) =
Ci(t0n + (1 — 1) 0, tun + (1 — t) u, tVu, + (1 — t) Vu) (¢ € [0,1]) and considering ¢; €
ct (R X R x ]Rd;R) in Hypothesis 8.3.1, we get

ep < sup / Cio (t) [0n — 0] dz| + sup / Ciw (t) [un — u]dz
t€[0,1] te(0,1]
+ sup / Civu ) [Vun — Vu]dz
te[0,1] |/ D
< sup @-gt’ 0, — 0|y + sup (fmt’ Up — U
Sup (t) Lo (D) I llx S (t) LR (D) l Il
* tzé?u Give (t)HWLQqR(D;Rd) IV = Vu”m(D?Rd) ’
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In the same way, we can obtain ery, — 0. Meanwhile, the convergence
erp — 0 (n — o0) can be shown in the following way. Writing 7p; (t) =
noi (6 (L0, + (1 — ¢) 0) (t0vun + (1 —t) Dyu)) (¢t € [0,1]) and considering np; €
ct (R;R) in Hypothesis 8.3.1, we see that the sequence of inequalities

erp < sup
te[0,1]

/F i () [0 (0n) Bun — ¢ (0) Dyu] d

= sup
te(0,1]

/F i (8) (6% (On) — ¢ (0)) Buun + ¢ () (Dvun — Byu)] da

<y H3 tzl[?,)l] Hﬁl/)z (t)”wl,ZqR(D;R)

X (118 = 01l 180t 0y + 1011 190100 = Dot 2y )

holds. Here, boundedness of the trace operator ||yrp|| (Eq. (5.2.4)) was used. In
conclusion, we obtain Eq. (8.4.8). a

From Lemma 8.4.1, the compactness of F was confirmed. The continuity
of fo was shown by Lemma 8.4.2 and by the assumption that S is not empty.
Then, under these conditions, it can be assured that there exists an optimum
solution to Problem 8.3.2 by Theorem 7.4.4 (existence of an optimum solution).

Regarding the solution of Problem 8.3.2, we state the following remark.

Remark 8.4.3 (Existence of an optimum solution) The compactness
of F defined in Eq. (84.1) is based on the compactness of 6’s
admissible set D defined in Eq. (8.1.4). In Eq. (8.1.4), the condition

max{||9||H2(D;R) , ||9HCU,1(D;R)} < B with a positive constant 3 is added. This
condition corresponds to the condition called a side constraint in Chap. 1.

Such a side constraint is usually neglected, but it should be considered as a
non-equality constraint when the condition becomes active. O

Moreover, regarding the selection of the linear space X and the admissible
set D for the design variable, the following remark is left for reference.

Remark 8.4.4 (Selection of X and D) The existence of a solution to
Problem 8.3.2 was confirmed by Theorem 7.4.4 in Chap. 7. In the assumption
of the theorem, it is necessary to assume that D is a compact subset in X.
In this chapter, this relation was satisfied by taking X as a function space
of class H! and D as a set of functions of (H? N C%!)-class based on the
Rellich-Kondrachov compact embedding theorem (Theorem 4.4.15). However,
there are other selections. For instance, it is possible to select X as a function
space of C° class and D as a set of functions of C%! class. In this case, the
Ascoli-Arzela theorem (Theorem A.10.1) is used to show that D is a compact
subset in X [15, proof in Theorem 2.1, p. 16]. When those are selected, the
assumptions and lemmas are changed to show the existence of a solution. In
this book, since a gradient method in a Hilbert space is considered, X and D
were selected as noted above. O
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8.5 Derivatives of Cost Functions

From this point onward, we will consider a solution to Problem 8.3.2 given
that the conditions for its existence are satisfied. The Fréchet derivative of cost
function f; with respect to the variation of design variable 6 will be referred to
as a f-derivative. Let us seek the §-derivative of f; by the Lagrange multiplier
method such as that looked at in Section 7.5.2. Furthermore, let us seek the
second-order #-derivative of f; using a method such as that seen in Section 7.5.3.

8.5.1 6#-Derivatives of Cost Functions
Let us focus on the Lagrange function .%; of f; defined in Eq. (8.3.3). The

Fréchet derivative of .%; with respect to an arbitrary variation (9,4, 9;) € X x
U x U of (0,u,v;) becomes
fi/ (97 u, Ui) [197 ﬂﬂ @2]
= Zib (97 u, vi) [19] + L (03 u, vi) [ﬂ} + Zw (97 u, vi) [@1} : (851)

The third term on the right-hand side of Eq. (8.5.1) becomes
-fm (9, u, 7)1‘) [’(A)Z} = gSvi (9, u, Ui) [ﬁl] = gs (9, u, @z) . (852)

Equation (8.5.2) is the Lagrange function of the state determination problem

(Problem 8.2.3). Here, if u is the weak solution of the state determination

problem, the third term on the right-hand side of Eq. (8.5.1) is zero.
Moreover, the second term on the right-hand side of Eq. (8.5.1) becomes

L, (0,u,v;) [1)

= /D (—¢>“ (0) VUi - Vi + G+ Giv)T - W) e

+ / lests dy + / {667 (6) 0,0 + (0, — nlos) 6° (6) 0,2} d,
I'n I'p
(8.5.3)

where (i, (0,u, Vu) [4], GiewuyT (0,0, Vu) [V, ny; (w)[a]  and
N (w) [0 (6) O, a] were written as Giul, Cwy)T * Vi, Ny 4 and 15,6 (0) 0y,
respectively. Here, if v; is determined so that Eq. (8.5.3) becomes zero,
the second term on the right-hand side of Eq. (8.5.1) becomes zero. This
relationship is the weak form of the adjoint problem with respect to f; shown
next. Here, when v; is the weak solution of Problem 8.5.1, the second term of
the right-hand side of Eq. (8.5.1) vanishes. The boundary condition of Problem
8.5.1 is as shown in Fig. 8.8.

Problem 8.5.1 (Adjoint problem with respect to f;) For 6 € D°,
supposing the solution u is given to Problem 8.2.3, obtain v; : D — R which
satisfies

-V (¢a (0) V’U,’) = Ciu (0’ u, VU) -V (C’L(VU)T (0, u, V’LL)) in D,
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Fig. 8.8: Adjoint problem with respect to f;.

¢o¢ (9) 81/”1' = "71/\1Z (U) + Cz(Vu)T -V on FN7

v; =1np; on Ip.
g

Similarly to the solution u of the state determination problem, when
Hypotheses 8.3.1 and 8.2.2 are satisfied, the solution ¥; = v; — i, of Problem
8.5.1 is guaranteed to be included in S.

Furthermore, the first term on the right-hand side of Eq. (8.5.1) becomes

Zio (0,u,v;) [V]
= / (Cig + Vv, — ag® ' ¢'Vu- Vo) ¥ da
D

+ / ag® ¢ {(u — up) Oyv; + (v; — nh;) Oyu}dy. (8.5.4)
I'p

In the above equation, u and v; are assumed to be the weak solutions of
Problems 8.2.3 and 8.5.1, respectively. If we denote f; (6,u) here by f; (6), we
can write

fi0)[9] = Lo (0, u,vi) [9] = (g:,9), (8.5.5)
where

9i = Gio + b'vi — g1 Vu - Vo (8.5.6)
When Eq. (8.1.1) is used in ¢ (6), we get
1 1

() = - ——. 8.5.7
0= 110 (85,7
Moreover, when Eq. (8.1.2) is used,
1 1 1 1
' (0) = =sech® = = : 8.5.8
¢ (0) 2 2 cosh?6 (e? + 6*9)2 ( )

From the above, the following results can be obtained with respect to
0-derivative g; of f;.
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Theorem 8.5.2 (f-derivative of f;) For § € D°, suppose u and v; are the
weak solutions of Problems 8.2.3 and 8.5.1 and these are said to be in S
of Eq. (8.2.2) (Hypotheses 8.2.1, 8.2.2 and 8.3.1 are satisfied). In this case,
the O-derivative of f; becomes Eq. (8.5.5). Hence, g; of Eq. (8.5.6) is in X'.
Furthermore, g; € L% (D;R). O

Proof The fact that the #-derivative of f; becomes the g; of Eq. (8.5.5) is as seen
above. The following results can be obtained in respect of the regularity of g;. If
Hélder’s inequality (Theorem A.9.1) and Poincaré’s inequality (Corollary A.9.4) are
used in Eq. (8.5.5),

(969 1 oy
< (HQBHLGR(D;R) + ||b/||L2qR(D;IR) [vill 2o (Djm)
+ |’a¢a_l¢/HC°@(R;R) ||V“HL2<1R(D-,R¢) ||VUiHL2qR(D;1Rd)) ||79||L2(D;R)
< (HQGHLQR(D;R) + Hb/HLQQR(D;]R) ||Ui||L2qR(D;R)
+ HW”_WHCMR;R) ||u||W1*2qR(D;R) H’U"HWLZ‘?R(D;R)) 191l x

is obtained. The term (-) on the right-hand side of the equation above is completely
bounded due to the hypotheses. Hence, g; is included in X’. Moreover, from the fact
that each term within (-) is in LI® (D;R), g; € L% (D;R) can be obtained. O

From Theorem 8.5.2; the following can be said about the regularity of the
topology optimization problem of -type.

Remark 8.5.3 (Irregularity of topology optimization problem of #-type)
If in Theorem 8.5.2, Hypotheses 8.2.1, 8.2.2 and 8.3.1 are made more strict and

a problem is constructed such that u and v; are included in W2 (D;R), g;
would be included in C%! (D;R). In this case, the design variable 6 + € (¢ is a
positive constant) updated via the gradient method such that —g; is replaced
by ¢ would be included in the admissible set of design variables D. However,

in such a case, it is necessary that the corner points permitted by Hypothesis
8.2.2 are removed, there is no boundary between the Dirichlet and Neumann
boundaries, such as a Robin problem, or the neighborhoods of such points are
included in Q¢ in order to fix 6.

If these conditions are not satisfied, g; is not included in C%! (D;R). Hence,
in a gradient method such that —g; is replaced by ¥, 8 + € is not included in
the admissible set D of design variables. This result is thought to be one of the
reasons for numerical instability phenomena in which a checkerboard pattern
appears such as that in Fig. 8.5. O

8.5.2 Second-Order 6-Derivative of Cost Functions

Furthermore, let us seek the second-order derivative (Hessian) of the cost
function with respect to the variation of the design variable. In Section 7.5.3,
the way to seek a second-order Fréchet derivative with respect to an abstract
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optimal design problem has already been shown. Hence, let us follow that
method in order to seek the second-order f-derivative of f; with respect to f;
given in Eq. (8.3.1).

The following assumption is established in order to obtain the second-order
0-derivative of ﬁ

Hypothesis 8.5.4 (Second-order #-derivative of f;) With respect to the
state determination problem (Problem 8.2.3) and the cost function f; defined
in Eq. (8.3.1), assume respectively that:

(1) b is not a function of 6,

(2) ¢ is not a function of u (it is a function of # and Vu).

g

Hypothesis 8.5.4 will be used in Eq. (8.5.16) to obtain Eq. (8.5.17). However,
in the method shown in Sect. 8.5.3, this hypothesis will not be required.
The Lagrange function .%; of f; is defined by Eq. (8.3.3). Viewing (6, u) as
a design variable and putting its admissible set and admissible set of directions
as
S={0,u) eDxS | L (0,u,v)=0forallveU},
Ts(0,u) ={(9,0) € X XU | Lagy (0,u,v)[0,0] =0forallve U},
the second-order Fréchet partial derivative of %, with respect to arbitrary
variations (¢1,01), (¥2,02) € Ts (0,u) of (0,u) € S, similarly to Eq. (7.5.21),
becomes
Zio.u)0,u) (0,u,v;) [(91,01) , (Y2, 02)]
= Zioo (0,u,v;) [V1,02] + Ligu (0, u,vi) [1, 0]
+ Ligu (0, u,v;) [J2, 01] + Liwu (0,1, v;) [O1, V2] - (8.5.9)

Each term on the right-hand side of Eq. (8.5.9) becomes
Zigo (0,u,v;) [01,92] = / {Cioo — (¢* (9))" Vu - Vv, } 9195 dz, (8.5.10)
D
D%iGu (07 u, Ui) [ﬂla @2]

= /D {Corwuy - V02 = (6% (8)) Vi - Vi by da, (8.5.11)
Ziup (0,1, vi) [D2, 0]

- /D {Gorwuy - Vo1 = (6°(0) Vo - Vi } b2 da, (8.5.12)
Fran (0,1,0,) [0, 2] = 0. (8.5.13)

Here, the fact that u — up, v; — np,;, U1 and Oz become zero on I'p was used.
Moreover,

(6% (0))" = ag> ™ (8) &' (6), (8.5.14)
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(6 (9))" = a(a — 1) 6> (6) ¢ (6) + ag® " (6) 6" (6). (8.5.15)

On the other hand, with respect to arbitrary variations (9;,0;) € Ts (6, u)
for j € {1, 2}, the Fréchet partial derivative of Z5 becomes

Lsgu (0, u,v) [0, 0;]
/ {— (o™ (0 ) IV u — ¢ () Vo;}- Vo da
(8.5.16)

with respect to an arbitrary v € U. Here, Hypothesis 8.5.4 and the fact that v
and ©0; are both zero on I'p were used. From Eq. (8.5.16), we can obtain

N Al C)) P
Vo= o) I D. (8.5.17)

This relation becomes possible the following argument.

Substituting ©; of Eq. (8.5.17) into ¢; in Eq. (8.5.9), and considering
Dirichlet boundary conditions in the state determination problem and the
adjoint problems with respect to fi, ..., fm, as well as 0; = 0 on I'p, we
have

Liow (0,u,v;) [V1,02] = Liug (0, u,v;) [01,02]

@ 9) 1/ a0 gy
- /D 6o (0) {(@5 (0)) Vvi - Cie(Vu)T} - Vui iy de. (8.5.18)

Summarizing the results above, from Eq. (8.5.10), Eq. (8.5.13) and
Eq. (8.5.18), the second-order §-derivative of f; becomes

hi (8,4, v;) [01,92]

- /D [{2< ¢a((9); —(¢° (9))”}Vu Vo,

(0> (9))’
+ Czeo - QWQQ(V“)T . VU] 919, dx
= /D (5 (a0, 0) Vu - Vv; + Cigo — QGQ;((;Q))Q@(VU)T : Vu) Y195 dx,
(8.5.19)
where
B(0,0) = a(a+1)6°2(8) 6 (6) — ad™ " (8) ¢" (9) (8.5.20)

When ¢ (6) is given by Eq. (8.1.1) or Eq. (8.1.2), they respectively become

s (b))
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7‘3 -2 7‘1 0 1 2 3 0 7‘5 7‘2 -1 0 1 2 3
(a) ¢ (0) =tan"' 0/ +1/2 (b) ¢ (0) = (tanh 6 + 1) /2
Fig. 8.9: Coefficient function S (o, 0) in the second-order §-derivative of the cost
function.
a—1
1 1 26
-« ( tan~' 0 + ) S —— (8.5.21)
T 2 m(1+ 62?)
or
a—2 2 2
1 1 h<6
B(a,0) =a(a+1) <2tanh9+2) (sec2 )
1 1 a—1 )
—al3 tanh 6 + 3 (—sech®d tanh §) . (8.5.22)

Figure 8.9 shows the graph of §(«,0). From these graphs, the fact that
B (a,8) > 0 holds can be confirmed. Furthermore, if the remainder term in (-)
on the right-hand side of Eq. (8.5.19) is positive and bounded, h; (6, u,v;) [, -]
becomes a coercive and bounded bilinear form on X.

8.5.3 Second Order #-Derivative of Cost Function Using
Lagrange Multiplier Method

When the Lagrange multiplier method is used to obtain the second-order
O-derivative of a cost function, we use the same idea as proposed in Section 7.5.4.
Fixing 01, we define the Lagrange function with respect to f/ (8) [91] = (gs, V1)
in Eq. (8.5.5) by

Ai (0, u,v5, w5, 2) = {gi, 1) + Lo (0, u,w;) + Lai (0,04, 2:) (8.5.23)
where Zs is given by Eq. (8.2.4), and
Lai (0,05, 2i)
= /D (—¢a (0) Vv; - Vi + Guzi + Gy T - VZi) dz

4 / iz dy+ [ {267 (8) Qv+ (v — ;) 6% (0) 8,21} dy
FN FD
(8.5.24)
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is the Lagrange function with respect to the adjoint problem (Problem 8.5.1)
with respect to f;. w; € U and z; € U are the adjoint variables provided for u
and v; in g;.

With respect to arbitrary variations (0,4, 0, W, 2;) € X x U of
(0, u,v;,w;, z;), the Fréchet derivative of .4, is written as

A (0,0, vi, w3, 2) [92, 1, Diy Wi, 2]
- ﬁi@ (97 u, v, Wi, Z’L) [’192] + ﬁzu (05 u, Ui, Wy, Z’L) [ﬁ]
+ Diﬂlivi (97 U, V5, Wy, ZZ) [@Z] + "%iwi (67 U, Vi, Wy, Zi) [’LDZ]
—‘rﬁizi (Q,u, vi,wi,zi) [21] . (8525)
The fourth term on the right-hand side of Eq. (8.5.25) vanishes if « is the solution
of the state determination problem. If v; can be determined as the solution of

the adjoint problem, the fifth term of Eq. (8.5.25) also vanishes.
The second term on the right-hand side of Eq. (8.5.25) is

"%iu (97 U, Vi, Wy, ZZ) [,&]
= iou + Ciunzi + CoguyT o - V2i ) U — ad® ¢/ Vo, - Vi g 0
/D[{(Ce GiuuZi + Gowuy ™ z)u ap* L' Vo u} 1
— ¢*Vuw, - Vii|dz. (8.5.26)

Here, the condition that Eq. (8.5.26) is zero for arbitrary 4 € U is equivalent to
setting w; to be the solution of the following adjoint problem.

Problem 8.5.5 (Adjoint problem of w; with respect to (g;,¥:)) Under
the assumption of Problem 8.3.2, letting ©; € X be given, find w; = w; (¢1) € U
satisfying

-V (¢avwi) = (V ' (a¢a—l¢lvvi) =+ Ciau + Ciuuzi + Cz(Vu)T w VZI) 791
in D,
P*Ow; = ag® ' ¢'d,v:01 on Iy,

w; =0 onI'p.

O
The third term on the right-hand side of Eq. (8.5.25) is
Lriv; (0, u,viywi, 2i) [07]
= /D {(V'D; — ag* ' ¢'Vu - Vo;) 91 — ¢*V 2 - Vo | da. (8.5.27)

Here, the condition that Eq. (8.5.27) is zero for arbitrary ©; € U is equivalent
to setting z; to be the solution of the following adjoint problem.
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Problem 8.5.6 (Adjoint problem of z; with respect to (g;,9;)) Under
the assumption of Problem 8.3.2, letting ¢y € X be given, find z; = z; (1) € U
satisfying
—V - (¢°Vz) = (V- (ap® '¢'Vu) + V') ¥, in D,
¢aauzi = a(bo‘_l(b'a,,m?l on I'y,

z;=0 onIp.

Finally, the first term on the right-hand side of Eq. (8.5.25) becomes
g (0,4, vi,wi, 2;) [U2]

_ / {Gioou+V'; = (a (= 1) 6°726 + ag°'¢") Vu- Vi } s
D
—ag® ¢ (Vu- Vw; + Vo, - Vz;) + b (w; + Zz)} Vg dz.

Here, u, v;, w; (Y1) and z; (1) are assumed to be the weak solutions of
Problems 8.2.3, 8.5.1, 8.5.5 and 8.5.6, respectively. If we denote f; (6, u) here
by fi (), we have the relation:

Lo (0,u, v, w; (01), 2z (91)) [92] = 7 (0) [91, 93]
= (gm; (0,91) ,92), (8.5.28)

where the Hesse gradient gy; of f; is given by

gui (0,91)
= {~(a(a—=1)¢" ¢ + ap*'¢") Vu- Vo + Giggu +b"v; } ¥
— a1 (Vu - Vw; (91) + Vs - Vz; (01))
+ b (w; (V1) + zi (V1)) - (8.5.29)

_ We obtained two different expressions for the second-order derivative
f7(0) [91,02]. Under the assumption of Hypothesis 8.5.4, they accord when
using the same ¥; and 1. This relation will be confirmed in Sections 8.9 and
8.10.

8.6 Descent Directions of Cost Functions

In Remark 8.5.3, it was shown that the topology optimization problem of 6-type
becomes irregular unless a special assumption of regularity is set. Here, let
us consider the gradient method and Newton method on the linear space X
of design variables with the functionality of regularizing #-derivative of a cost
function. Here, with respect to the i € {0,...,m}th cost function f;, assume
that the gradient g; € X’ of Eq. (8.5.6) and Hessian h; € £2 (X x X;R) of
Eq. (8.5.19) are given and think about the method to obtain a descent direction
of f; using the gradient method and Newton method on the linear space X of
design variables.
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8.6.1 H'!' Gradient Method

The method for obtaining the aforementioned descent direction vector using
the solution ¥4; € X to the next problem will be referred to as the H' gradient
method of #-type.

Problem 8.6.1 (H'! gradient method of f-type) Let X and D be
Eq. (8.1.3) and Eq. (8.1.4), respectively. TLet ax : X x X — R be a
bounded and coercive bilinear form on X. In other words, it is supposed that
some positive constants ax and Sx exist and that

ax (9,9) > ax 9|5, lax (9,9)] < Bx 19y 19l x (8.6.1)

holds with respect to arbitrary ¥ € X and ¢ € X. For each f; € C! (D;R), let
gi (0x) € X’ be its corresponding #-derivative at 6 € D° which is not a local
minimum point. In this case, obtain ¥4 € X which satisfies

ax (Vgi,¥) = = (gi (Ox) , ) (8.6.2)
with respect to an arbitrary ¢ € X. O

There is an arbitrary property for choosing ax : X x X — R which was
assumed in Problem 8.6.1. Several specific examples will be shown below.

Method Using the Inner Product of H' Space

An inner product in a real Hilbert space is coercive. Hence, let us use the inner
product as

ax (ﬂ,w):/D(Vﬂ-VercDﬂz/;) dz, (8.6.3)

Here, it is assumed that ¢p is a uniformly bounded element of L (D;R) which
is positive almost everywhere. In this case ax is a coercive bilinear form on X
(see solution to Exercise 5.2.7 (1)). Moreover, the following can be said for the
way to choose cp. If cp takes a large value, the second term in the integral of
the right-hand side of Eq. (8.6.3) is dominant compared to the first term and
suppresses the smoothing functionality. Hence, it becomes a result closer to
when —g; is chosen to be the direct search vector. Here, the size of the search
vector (step size) is considered to be adjusted by the size of the positive constant
¢, used in the algorithm in Section 7.7.1 (same as Section 3.7).

The strong form of H! gradient method when using Eq. (8.6.3) is as below.

Problem 8.6.2 (H! gradient method using H' inner product) Let § €
D°, and g; € X’ of Eq. (8.5.6) be given. Find ¥,; : D — R which satisfies

—Aﬁgi =+ CD’lggi = —0; in D,
0,04i =0 on 0D.
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Fig. 8.10: H' gradient method using inner product in H! space.

Figure 8.10 shows the image of Problem 8.6.2. This problem is a boundary
value problem of an elliptic partial differential equation when €2 in the extended
Poisson problem of Problem 5.1.3 has changed to D, and cyp = 0 is set. Hence,
numerical solutions can be obtained via numerical analysis methods such as the
finite element method.

Method Using Boundary Conditions

Moreover, even if the Dirichlet condition or Robin condition with respect to 6
are used, the bilinear form ax : X x X — R can be made coercive.

Firstly, let us think about using the Dirichlet boundary condition. On
Eq. (8.1.3) where the linear space X of the design variable is defined, Q¢ C D
was defined to be a boundary or domain in which 6 is fixed under the design
demand. Here, the measure of the boundary or domain for Q¢ is assumed to
have a positive value. In this case,

ax (9,1) :/D\Q VY-V da (8.6.4)

is a bounded and coercive bilinear form on X as seen in the solution for Exercise
5.2.5. The strong form equation of H! gradient method in this case is as follows.

Problem 8.6.3 (H' gradient method using Dirichlet condition) Let
g; € X' of Eq. (8.5.6) be given with respect to § € D°. Obtain ¥y : D\ Q¢ — R
which satisfies

—A’ﬁgi = —3i in D \ Qc,
81,1991' =0 ondD \ Qc,
1997; =0 in QC.

O

Problem 8.6.3 is a problem replacing €2 and I'p in the Poisson problem
of Problem 5.1.1 with D \ Q¢ and 9Q¢, respectively. Figure 8.11 (a) shows
its image. The numerical solution of this problem can also be obtained via
numerical analysis method such as the finite element method.
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(a) Dirichlet condition (b) Robin condition

Fig. 8.11: H! gradient method using boundary conditions.

Furthermore, if the Robin condition is used, even if Q¢ = @ is assumed in
Eq. (8.1.3), the coerciveness of ax (9,1) can be obtained. Some positive-valued
and uniformly bounded function csyp € L*° (0D;R) is chosen and

ax (9,9) = /D VY-V de + /aD copVyp dr. (8.6.5)

The fact that this ax becomes a coercive bilinear form in X is shown in the
solution of Exercise 5.2.7 (2). In this case, the strong form is as follows.

Problem 8.6.4 (H' gradient method using the Robin condition) Let
g; € X' of Eq. (8.5.6) be given at § € D°. Obtain ¥, : D — R which satisfies

—Aﬂgi = —3G; in D,
0,9gi + cop¥gs =0 on 0D.

O

Figure 8.11 (b) shows an image of Problem 8.6.4. The Robin condition for
this problem is a condition typically used for a heat transfer boundary when a
Poisson problem is viewed as a stationary heat transfer problem. The external
temperature at the boundary is set to zero and the heat transfer coefficient is
set to be cyp. Here, the numerical solutions of this problem can be obtained
via a numerical analysis method, such as the finite element method.

Regularity of H! Gradient Method

The following results can be obtained with respect to the weak solutions of
the H' gradient method (Problems 8.6.2 to 8.6.4) with respect to the topology
optimization problem of 6-type. Here, in this section, vicinities of the singular
points as follows are denoted as B: when D is a two-dimensional domain,
concave corner points on dD and corner points on JI'p in mixed boundary
conditions for which the opening angle is greater than 7/2, and when D is
a three-dimensional domain, concave edges on 0D and edges on JI'p in mixed
boundary conditions for which the opening angle is greater than 7/2. Moreover,
fi (0,u) when u is the solution to Problem 8.2.3 is written as f; (6).
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Theorem 8.6.5 (H! gradient method of f-type) With respect to g; €
L% (D;R) in Theorem 8.5.2, the weak solutions 94; of Problems 8.6.2 to 8.6.4
exist uniquely, and ¥ is in the H2 (D;R) N C%! class on D\ B. Moreover, 9,
is a descent direction for this function. a

Proof From the fact that g; is in L% (D;R) C X', the Lax-Milgram theorem says
that the weak solutions ¥4; of Problems 8.6.2 to 8.6.4 uniquely exist. Moreover, the
following results can be obtained regarding the regularity of the solution ¥4;. From
the fact that J4; satisfies an elliptic partial differential equation, the differentiability
increases by two orders compared to g;; it becomes W2 C H? (D;R) class on D\ B.
If Sobolev’s embedding theorem (Theorem 4.3.14) is applied to this, when gr > d,

2 — a4 =14+0>1
dr
holds, where o € (0,1). Therefore, in Theorem 4.3.14 (3), when p = gqr, ¢ =00, k =1
and j =1,
w?*% (D\ B,R) c C*' (D \ B,R)

holds on D\ B. Then, 9,; becomes H? (D;R) N C%" class on D\ B. Furthermore,
with respect to the weak solutions ¥4; of Problems 8.6.2 to 8.6.4 and for some positive
constant €, the estimate

fi(0+@gi) — fi (0) = €(g;, 9gi) + 0 (Je]) = —€ax (Vgi,Vgi) + o (|])
< —eax |94l % +o(J&)

holds. Here, if € is taken to be sufficiently small, f; (6) decreases. d

If the direction of variation of the design variable is determined using the H*
gradient method, a solution is found in the admissible set D of design variables
excepting the neighborhood of singular points from Theorem 8.6.5. From this,
it is thought that the H' gradient method is a regular gradient method.

8.6.2 H! Newton Method

Furthermore, if it is possible to calculate the second-order derivative (Hessian)
h; € L£?(X x X;R) of the cost function f;, the Newton method on X =
H' (D;R) can be considered. Such a method is referred to as the H' Newton
method of #-type.

Problem 8.6.6 (H! Newton method of #-type) Let X and D be
Eq. (8.1.3) and Eq. (8.1.4), respectively. For f; € C?(D;R), its f-derivative
and second-order -derivative at 8 € D°, which is not a local minimum point,
are taken respectively to be g; (0x) € X’ and h; (0x) € L2 (X x X;R). Moreover,
let ax : X x X — R be a coercive and bounded bilinear form on X. Here, obtain
¥4 € X which satisfies

hi (Ok) [9gi, Y] + ax (Vgi,¥) = —(gi (Ok) ;1) (8.6.6)

with respect to an arbitrary ¢ € X. O
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In Problem 8.6.6, if the left-hand side of Eq. (8.6.6) is made to be just h;,
it cannot be expected to fix the irregularity of g; (6;) pointed out in Remark
8.5.3. In reality, h; calculated with Eq. (8.5.19) does not include the term of
Vi, - Vi)y. Hence, in Problem 8.6.6, a bilinear form ax was added in order to
ensure coerciveness and boundedness of the left-hand side of Eq. (8.6.6) on X
and the regularity of ¥4;. For example, if Eq. (8.6.3) using an inner product on
X is to be used as a basis, let:

ax (9, 0) = /D (o1 V- Vi + cpodh) da. (8.6.7)

Here, cpp and cp; are positive constants for achieving the coerciveness and
regularity respectively. These have the same meaning as that explained after
Eq. (8.6.3).

Furthermore, in the case of the Newton method when the second-order
O-derivative of f; () is given by the Hesse gradient, Problem 8.6.6 is replaced
with the following problem.

Problem 8.6.7 (Newton method of 6-type using Hesse gradient) Let
X and D be Eq. (8.1.3) and Eq. (8.1.4), respectively. For f; € C?(D;R),
the gradient of the #-derivative of f;, search vector, which is obtained in the
previous step by the H' gradient method or H' Newton method of #-type
using the Hesse gradient, and Hesse gradient of f; at a non-local minimum
point 0 € D° are denoted as g; (0;) € X', 591- € X and gg; (Gk,ﬁgi) e X/,
respectively. ax : X x X — R is a coercive and bounded bilinear form on X.
Here, obtain a ¥4 € X which satisfies

ax (0gi, ) = — ((9: (Ok) + g1 (Ox,9gi) ) ) (8.6.8)

with respect to an arbitrary ¢ € X. O

8.7 Solution of Topology Optimization Problem
of 6-Type

The abstract optimal design problem (Problem 7.3.1) and topology optimization
problem of #-type (Problem 8.3.2) can be dealt with as in Table 8.1. Therefore
by appropriate replacements, the gradient method and Newton method with
respect to constrained problems shown in Section 7.7.1 (Section 3.7) and Section
7.7.2 (Section 3.8) can be applied.

8.7.1 Gradient Method for Constrained Problems

The gradient method with respect to a constrained problem can have a simple
algorithm such as Algorithm 3.7.2 shown in Section 3.7.1, which can be used by
applying changes such as those below:

(1) Replace the design variable « and its variation y as 6 and 1, respectively.
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Table 8.1: Correspondence between abstract optimal design problem (Problem
7.3.1) and topology optimization problem of #-type (Problem 8.3.2).

Abstract problem | Topology optimization problem
Design variable peX 0c X=H"(D;R)
State variable uelU u€eU=H"(D;R)
Fréchet derivative of f; gi €X' gi € X' = HY (D;R)
Solution of gradient method | ¢g4; € X 9y € X = H' (D;R)
(2) Equation (3.7.10) providing the gradient method is replaced by conditions

that establish

Cqx (ﬁgz,w) = - <glaf¢)> (871)

with respect to an arbitrary ¢ € X, where ax (¥4;,%) is a bilinear form
on X used as the weak form of Problems 8.6.2 to 8.6.4.

Replace Eq. (3.7.11) seeking the search vector with

Dy =Dgo+ Y Nitlgi, (8.7.2)

i€la
where Iy = {z ef{l,...,m}| fi(0) > o}.
Replace Eq. (3.7.12) seeking the Lagrange multipliers with
(9,995 ) i jyerz M) jer, = = (fi + {90,990, - (8.7.3)

Equation (8.7.3) is solved possibly several times, removing each time the
constraints where the associated Lagrange multiplier is negative (active
set method).

Furthermore, if a complicated algorithm such as Algorithm 3.7.6 is to be

used,

()

(6)

the following changes should be added to (1) to (4) above:
The Armijo criterion Eq. (3.7.26) is replaced, with respect to £ € (0, 1),
with

L0+ g, A1) — L (6,X) §§<gg+ > )\igi,ﬁg>. (8.7.4)

ST N

Replace the Wolfe criterion Eq. (3.7.27), with respect to 1 (0 < € < pu < 1),
with

7 <90 + Z >\z‘gz‘7799>

ST N
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< <90 (0 +3y) + Z Xikt19:i (0 +10y) ,ﬁg> . (8.7.5)

i€l

(7) Replace Eq. (3.7.21) for updating Agy1 based on the Newton—Raphson
method by

6A = (0A) e,
= — ((gi Akt11), Vg5 (Ak+1l)>)(_i,1j)e]i (fi Met10))ier, - (8:7.6)

Let us look at the points to be aware of when solving a topology optimization
problem of #-type such as the one above.

In the topology optimization problem of 6-type (Problem 8.3.2), the solution
of the state determination problem with respect to a design variable § € X
or cost function becomes a non-convex non-linear mapping. This is because
the coefficient ¢* (6) of a partial differential equation used in a SIMP model
is a composite function of a sigmoid function and a power function. Hence,
depending on the definitions of cost functions and boundary conditions, there
may be cases when several local minimum points exist. In that case, the initial
distribution of 6 needs to be changed and the convergence results need to be
compared.

Moreover, the initial distribution of # must be in the admissible set D
of design variables defined in Eq. (8.1.4). In other words, it needs to be a
continuous function. If the initial distribution of 8 is given by the characteristic
function (an L class function) corresponding to the location of some holes,
caution needs to be taken that the discontinuities of 6 at the boundaries of the
holes are not removed, even when the methods above are used.

Furthermore, in topology optimization problems of #-type shown in this
chapter, a sigmoid function is used to change 6 to ¢. Therefore, as ¢ nears 0
and 1, there is a disadvantage that the gradient of ¢ with respect to € becomes
small and convergence is slowed. This issue will hopefully to be improved using
the Newton method shown in the next section.

8.7.2 Newton Method for Constrained Problems

If the second-order #-derivatives are computable in addition to the 6-derivatives
of the cost functions, the gradient method with respect to a constrained problem
can be changed to a Newton method with respect to a constrained problem. In
this case, h; (8) [¥4:, %] of Eq. (8.6.6) is replaced by

B (00) [0gi, 0] = ho (0) Wi ¥+ 52 Aaehi (00) i 0], (87.7)

1€1A(Ok)

In other words, let Eq. (8.6.6) be

cnhg (Ok) [0gi, ] + ax (Vgi,¥) = — (gi (Ok) ,¥), (8.7.8)
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where ax is defined by Eq. (8.6.7), and ¢, cpo and ¢py are positive constants to
control the step size. Under this situation, a simple algorithm such as Algorithm
3.8.4 shown in Section 3.8.1 can be utilized after the following replacements:

(1) Replace the design variable & and its variation y with § and ¢ respectively.
(2) Replace Eq. (3.7.10) with the solution of Eq. (8.7.8).

(3) Replace Eq. (3.7.11) with Eq. (8.7.2).

(4) Replace Eq. (3.7.12) with Eq. (8.7.3).

hen the second-order 8-derivative of f; (0) is obtained as a Hesse gradient,
Eq. (8.7.7) and Eq. (8.7.8) are replaced with

gng (0k:94) = gro (0k,7y) + Z Nikgni Ok, Ug) , (8.7.9)
1€IA(Or)
ax (9gi, ) = —((9: (O) + cngngz (Ok,9y)) %), (8.7.10)

respectively. Using the definitions, the following is added:
(5) Replace Eq. (3.8.11) with Eq. (8.7.10).

Furthermore, when considering the complicated algorithm shown in Section
3.8.2, all sorts of innovations in response to the additional functionalities and
characteristics of problems become necessary.

8.8 Error Estimation

If an algorithm such as the one shown in Sect. 8.7 is to be used to solve the
topology optimization problem of #-type (Problem 8.3.2), the search vector ¥,
can be obtained via Eq. (8.7.2). In this regard, there is a need to obtain the
solutions to the boundary value problems of three elliptic partial differential
equations. In other words, the solution u to the state determination problem
(Problem 8.2.3), the solutions wvg, v, ... , LN of the adjoint problems
(Problem 8.5.1) with respect to fo, fi;, -, fi‘IAI and the solutions 9, ¥;,, ...,
ﬁi‘IAl from the H! gradient method of f-type (Problem 8.6.1). Furthermore,
there is a need to seek the Lagrange multipliers A;,, ..., /\i\IAI with Eq. (8.7.3).
Here, the numerical solutions with respect to the three boundary value problems
are assumed to be obtained by the finite element method, so let us use the
results of error estimation with respect to the numerical solutions from the
finite element method looked at in Section 6.6 in order to conduct the error
estimation of the search vector ¥, [29,30].

Furthermore, if instead of the H' gradient method, the H' Newton method
is to be used, evaluations of the second-order derivatives of cost functions are
required. However, these will be omitted for now.
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In this section, D is assumed to be a polygon in two dimensions; a polyhedron
in three dimensions and a regular finite element division 7 = {D;}, . with
respect to D is considered. Moreover, we define the maximum diameter h of
finite elements as h (7)) of Eq. (6.6.2) and consider a sequence {73}, _,, of finite
element divisions. Hereinafter, notation such as that below will be used:

(1) Let the exact solutions of a state determination problem (Problem 8.2.3)
and adjoint problems (Problem 8.5.1) with respect to fo, fi,, .-, fiIIA\ be
w and v, Vi, ..., CIPRE respectively. Moreover, their numerical solutions
from the finite element method can be written, with respect to i € 1o U{0},

as
up = u + oup, (8.8.1)

Vi = U; + 0.

(2) Let the numerical solutions of #-derivatives of cost functions fo, fi,, ... ,

fi|1A\ be
9in = 9i + 0gin, (8.8.3)
where g; and g5 are functions of u, v, v;,, ..., viIIAI and up, Vor, Viih,

S NIY respectively.

(3) Let the exact solutions from the H!' gradient method (for example,
Problem 8.6.2) calculated using the exact solutions go, ¢, --- , N

of #-derivatives be Y,0, Vgiry ..., Ugi,. . Moreover, the exact solutions
g0y Ygiys IRELIN )

from the H! gradient method calculated using the numerical solutions gop,
Givhs «+ s Giy,, b ATE written, with respect to i € Iy U {0}, as

’légi = ’lggi + (5’1991'. (884)

(4) Let the numerical solutions from the H! gradient method calculated using
the numerical solutions gon, gins - - - , IRLE with respect to i € I5 U{0},
be

ﬁgih = ?§gi + 51§gih = 1991' + 519gih- (8.8.5)

(5) The coefficient matrix (<gi’ﬁ9j>)(i,j)elg of Eq. (8.7.3) constructed using
90 Givs -+ -+ Gy, | and Y40, Vgiy, - - - » ﬂgi“AI as A. Moreover, the coefficient
matrix (<gm,199jh>)(i7j)€[§ of Eq. (8.7.3) constructed from gop, girhy - - - »
Gij and Ygon, Vgith, - - » ﬁgﬂmh is denoted as A, = A + 0Ay,. Here,
we assume that f; = 0 and denote — ((gi,Vg0));c;, as b. Moreover,
— ((gih,ﬁgoh>)ieIA is denoted as b;, = b + 0by,. Furthermore, the exact

solution of the Lagrange multiplier is written as A = A~'b. Furthermore,
its numerical solution is written as

v = (Nin)jer, = Ay 'bn = A+ 0. (8.8.6)
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(6) Equation (8.7.2) constructed by A p, ..., )\i\IA\h and numerical solutions
Dgon, Vgirhs -+ 5 ﬂgilfA‘h is written as
ﬁgh = ﬁgOh + Z )\ihﬁgih = ’199 + 6199h. (887)
i€l

In the definition above, §dy, defined in Eq. (8.8.7) represents the error of
the search vector. In this section, the aim is to evaluate the order of its norm
|69gnll y With respect to h. Here, the following hypothesis is established.

Hypothesis 8.8.1 (Error estimation of ¥,) In a state determination
problem and adjoint problems with respect to fo, fi,, ..., fi‘IAI’ let @ > 1.

Moreover, the following is assumed with respect to gz > d and k,j € {1,2,...}:

(1) The homogeneous form for the exact solutions u of a state determination
problem and vg, vi,, ..., Vi, | of adjoint problems with respect to fo, fi,

. fi“  are elements of
A

Sy = UnWktl2m (D R). (8.8.8)

In order for this condition to be established, Hypotheses 8.2.1, 8.2.2 and
8.3.1 need to be amended.

(2) The integrand of the cost function f; is, with respect to ¢ € Ix U {0},

Ciou € L*™ (D;R).

(3) There exist positive constants c;, ¢2, ¢3 which do not depend on h and for

i € In U{0},
||($’LLh||Wj,2qR(D;]R) S Clhk+17j |U‘Wk+1,2qR (D;R) (889)
H(SUihHWJ‘JQR(D;]R) < eohFtl=d |’U1;|Wk+1,2qR(D;R) , (8.8.10)
50, ‘ < eghtt1=d ‘19 ! , 8.8.11
H gih Wi2aR (DR) C3 g Wh+1.2ar (D;R) ( )

is satisfied, where | - | expresses a semi-norm (see Eq. (4.3.12)).

(4) With respect to the coefficient matrix Ay, in Eq. (8.8.6), a positive constant
¢4 exists and

HA;1HR\IA|><|IA‘ S Cyq

is satisfied, where | -[[,js,|x|1,| Tepresents the norm of a matrix (see
Eq. (4.4.3)).

g
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In (1) of Hypothesis 8.8.1, since k € {1,2,...}, it is a stronger condition than
S defined in Eq. (8.2.2). The reason for this is because in (3) of Hypothesis 8.8.1,
uw and vg, Viy, .-, Vil OB the right-hand side of Eq. (8.8.9) and Eq. (8.8.10)

need to be in the WH+124r class. Hypothesis 8.8.1 (3) is based on Corollary
6.6.4. Hypothesis 8.8.1 (4) is a condition which is established when g;,, ...,
9i|,| are linearly independent.

Here, Theorem 8.8.5 shown later can be obtained. In order to show this
result, the following three lemmas are used.

Lemma 8.8.2 (Error estimation of g;) When the assumptions (1) and (2)
in Hypothesis 8.8.1 as well as Eq. (8.8.9) and Eq. (8.8.10) are satisfied, with
respect to 0g;n of Eq. (8.8.3), there exists a positive constant ¢ which does not
depend on h and the estimate

(6gin, ) < csh™ [|19]|
is established with respect to an arbitrary ¥ € X. O

Proof dgin is yielded by the numerical error of dup and dév;p. Hence, from
Eq. (8.5.5),

|<6gz7 19>| S |v%i9u (07 U, Ui) [197 6Uh] + sfi@'ui (97 u, Ui) [7-97 5UihH (8812)

is established. If with respect to the right-hand side of Eq. (8.8.12), Holder’s inequality
(Theorem A.9.1) and Poincaré’s inequality (Corollary A.9.4) are used,

| Liow (0, u,vs) [9, 0un] + Liow, (0,u,v;) [9, dvin]|
< {UGioull g2om oz 19unl z20m (2 + (1Y 20 iy 19030 20m i
+ |’a¢a_l¢/”L°°(D;R) ||V6uh||L2‘1R(D;Rd) Vil 205 (Dird)
(069 |e iy IV 0 20k ity 19 00in 20 (i 19
< {UGioull g2om oy 18n s 2am oy + 1] 2 (i 160t 20m e
+ ”O@a_lﬁf’/HLm(D;R) ||5uh||W1’2‘1R(D;R) ||’UiHW1!2qR,(D;]R)
+1106° 7 | e gy 11 s 20m ey 18030 . 20m ey 191

is established. Here, Eq. (8.8.9) and Eq. (8.8.10) in which j = 1 as well as Hypothesis
8.8.1 (1) leads to the result of the lemma. O

Lemma 8.8.3 (Error estimation of ¥,;) When Hypothesis 8.8.1 (1), (2)
and (3) are satisfied, with respect to d9,; of Eq. (8.8.5), the positive constant
c¢ which does not depend on h exists and the inequality

169 ginllx < coh®

is established. U
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Proof The following is established from Eq. (8.8.4) and Eq. (8.8.5):

189ginlxc < |60 (8.8.13)

+

‘ X

Here H&%i

represents the error of the exact solution of the H' gradient method (for
b'e

example, Problem 8.6.2) by dg;» in Lemma 8.8.2 and H&%ih

represents the error

with respect to the numerical solution of H b gradient method. H&@gi

of Eq. (8.8.13)
b

satisfies
ax (éﬁgia 19) = - <§gihv 19>
with respect to an arbitrary ¥ € X. Here, if J = 51§gi, the bound

ax H&@gi i < ‘<5g¢h,51§gi> (8.8.14)

is established, where ax is a positive constant used in Eq. (8.6.1). If Lemma 8.8.2 is
used with respect to dg;n of Eq. (8.8.14), the estimate

< & pk (8.8.15)
X ax

i

can be obtained. On the other hand, H(ngh

’ satisfies the inequality
x

Haégih B yi (8.8.16)

< 1|69,
[ < |80

I
w1:24R (D;R)

WhT1.29R (D;R)

is bounded.
Wht1.24r (D;R)

This is because if Hypothesis 8.8.1 (1) is used in the proof of Theorem 8.6.5, ﬁgi €
WH*t1°¢ (D;R) can be obtained. Hence, if Eq. (8.8.15) and Eq. (8.8.16) are substituted
into Eq. (8.8.13), the result for the lemma can be obtained. 0

from Eq. (8.8.11) in which j = 1. In Eq. (8.8.16), ||J,

Lemma 8.8.4 (Error estimation of A;,) When Hypothesis 8.8.1 is satisfied,
there exists a positive constant c¢; which is not dependent on h, and the estimate

15X llgjra) < erh®
holds with respect to Ap, of Eq. (8.8.6). O
Proof  With respect to Aj, of Eq. (8.8.6), the equation
OAn = A, ' (—6ALX + 6by)
= A = ((Ogins 90 s yerz + (965 8903)) s pyerz ) A
+ ((8gins Da0)) e, + (96, 800n)) e, | (8.8.17)
is established. If in Eq. (8.8.17), Hypothesis 8.8.1 (4) is used, the estimate

16Nk lgiral
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(1€0gin, Vg5)| + {gis 69gsn)1)
(8.8.18)

< <1 + |14l r_nax\)\i|)
i€l A

max
(i,5)€TA X (IaU{0})

holds. Since |Ia]| is bounded, with respect to [(dgin, ¥4;)| of Eq. (8.8.18), the bound
(6gin> V93| < esh” 195l x (8.8.19)
is obtained from Lemma 8.8.2. Moreover, with respect to [{(gi, 694;n)|,
(g, 00g5n)| < csh” [lgill (8.8.20)

can be obtained from Lemma 8.8.3. In Eq. (8.8.20), ||g:|| 5 is bounded. This is because
if Hypothesis 8.8.1 (1) is used in the proof of Theorem 8.5.2, g; € W (D;R) can
be obtained. Hence, if Eq. (8.8.18) and Eq. (8.8.19) are substituted into Eq. (8.8.17),
the result of the lemma can be obtained. O

The following results can be obtained based on these lemmas.

Theorem 8.8.5 (Error estimation of ) When Hypothesis 8.8.1 is
satisfied, there exists a positive constant ¢ not dependent on h, and

[09gnll 5 < ch”
is satisfied with respect to 0¥, of Eq. (8.8.7). O

Proof The following is established based on Eq. (8.8.7):

§9gn = 00g0n + > (OXin¥gs + NidVgin) . (8.8.21)

icly

From Eq. (8.8.21),

Héﬁghux < (1 + |IA‘ max ‘/\1|) max ”(sﬁWh”X
i€l p }

ieIpau{0

107 lgira) 17 | max [9s]| (8.8.22)

can be obtained. If Eq. (8.8.22) is substituted with the results of Lemmas 8.8.3 and
8.8.4, the result of the theorem can be obtained. O

From Theorem 8.8.5, the following can be said with respect to error
estimation of finite element solutions with respect to the topology optimization
problem of #-type.

Remark 8.8.6 (Error estimation of finite element solution vJ,,) When
the numerical solutions of the three boundary value problems (the state
determination problem, the adjoint problems and the H' gradient method) are
obtained by the finite element method with k£ = 1 order basis functions, from
Theorem 8.8.5, the error |[0044]|  of search vector ¥y, reduces to the first order
of h with respect to a sequence {73}, _,, of finite element divisions. O
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Fig. 8.12: #-type linear elastic body.

8.9 Topology Optimization Problem of Linear
Elastic Body

Let us change the state determination problem of #-type topology optimization
problem to a linear elastic problem. Here, a mean compliance minimization
problem of a linear elastic body is defined, and let us look at the -derivative
and second-order -derivative. If O-derivatives and second-order #-derivatives of
the cost functions can be obtained, such a problem can be solved in a similar
way to the Poisson problem.

Let D, I'p and I'y be the domain, Dirichlet boundary and Neumann
boundary of a linear elastic problem, similar to the #-type Poisson problem
(Problem 8.2.3). For X and D, Eq. (8.1.3) and Eq. (8.1.4) respectively will be
used.

8.9.1 State Determination Problem

Let us define a linear elastic problem as a state determination problem. Let the
linear space U and admissible set S of state variables be

U={ueH" (D;R?) | u=0gionIp}, (8.9.1)
S=Unwt2® (D;RY). (8.9.2)

Moreover, Hypothesis 8.2.1 is changed in the following way.

Hypothesis 8.9.1 (Regularity of known functions) With respect to ¢gg >
d, assume

beC' (X;L°™ (D;RY)), py e L?™ (T'y;RY),
up € H? (D;RY), C € L™ (D;R¥*¥xdxd)

O

On top of this, a problem such as the following is defined with respect to a
f-type linear elastic body such as the one in Fig. 8.12.
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Problem 8.9.2 (6-type linear elastic problem) Let us suppose that
Hypotheses 8.9.1 and 8.2.2 hold. Moreover, let a > 1 be a constant and ¢ (6)
is given by Eq. (8.1.1) or Eq. (8.1.2) with respect to # € D. In this case, obtain
u : D — R? satisfying

~V' (¢™(0)S (w)=b" (0) in D, (8.9.3)
¢ (0) S (uw)v =py onTn, (8.9.4)
u=up onlp. (8.9.5)

O

For later use, define the Lagrange function with respect to Problem 8.9.2 as

Zs (0,u,v) = /

(—¢“(9)S(u)-E(v)+b(9)~v)dx+/ py - v dy
D

I':

+ [ {(u—up)- (¢ (0) S (v)v)+v-(¢%(0) S (u)v)}dy,

I'p

where w is not necessarily the solution of Problem 8.9.2. v € U is a Lagrange
multiplier. If w is the solution of Problem 8.9.2,

% (0,u,v) =0

holds with respect to an arbitrary v € U.

8.9.2 Mean Compliance Minimization Problem

Let us define a topology optimization problem of #-type with respect to a linear
elastic problem. Define the cost function as follows. With respect to the solution
u of Problem 8.9.2,

fo(e,u):/Db(9)~udw+A pN~ud7—/F up - (¢ () S (u)v)dy
(8.9.6)

is referred to as the mean compliance. Moreover, the functional

f1(0) = /D 6(0) do— 1 (8.9.7)

is referred to as the constraint function with respect to the domain measure of
the linear elastic body. Here, ¢y is taken to be a positive constant, such that
f1(0) <0 holds with respect to some 6 € D. The reason that the functional fy
in Eq. (8.9.6) is called mean compliance is as follows. The first and second terms
on the right-hand side of Eq. (8.9.6) are the work conducted by the volume force
b and traction py, respectively. Since b and py are fixed, work conducted here
being small means that w is small. It can be referred to as external work if there
are only these two terms. However, the third term on the right-hand side of
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Eq. (8.9.6) is the negative value of the work done by up. It is because the larger
work done by up means that the resistance force with respect to deformation
is stronger. Based on these, fy will be called mean compliance in the sense that
it is the mean value for ease of deformation (compliance).

Using these definitions, the mean compliance minimization problem is
defined as follows.

Problem 8.9.3 (Mean compliance minimization problem) Let D and S
be Eq. (8.1.4) and Eq. (8.9.2), respectively. Let fy and f; be Eq. (8.9.6) and
Eq. (8.9.7), respectively. In this case, obtain § which satisfies

(0,u—gg§lepxs{f0 (0,u) | f1(9) <0, Problem 8.9.2}.

8.9.3 0#-Derivatives of Cost Functions

Let us obtain the §-derivative of fy (6, u) using the adjoint variable method. Let
the Lagrange function of fy be

2 (0, u,v0)
= fo(0,u) + % (0,u,vo)

= /D {=¢%(0) S (u)- E(v9) +b(0) - (u+wvo)}da
—|—/F py - (u+vg) dy

+ | {(w—wup)-(¢"(0) S (vo) V)

I'p

+ (vo —up) - (9% (0) S (u)v) }dr. (8.9.8)
The Fréchet derivative of %, with respect to arbitrary variation (¢, w,dg) €
X x U x U of (6,u,vp) can be written as
.,%0/ (0, u, ’UQ) [19, ﬁ, ’lA}Q}
= Zbo (0, u,v0) [9] + Zou (0,1, v0) [G] + Low, (0, u,v0) [00].  (8.9.9)

Each term is considered below.
The third term on the right-hand side of Eq. (8.9.9) becomes

9%0170 (9, u, ’Uo) ['lA)()] = gsvo (9, u, ’Uo) [’f)o} = Dgs (0, u, ’lAjo) . (8910)

Equation (8.9.10) is a Lagrange function of the state determination problem
(Problem 8.9.2). Hence, if u is the weak solution of the state determination
problem, the third term of the right-hand side of Eq. (8.9.9) is zero.

Moreover, the second term on the right-hand side of Eq. (8.9.9) becomes

gOu (9, u, ’Uo) [’&]
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~ [0 s@ B +b0)- @t [ pyad
D T'n
+ [ {a- (0% (0) S (vo) v) + (vo —up) - (¢" () S (u) v)} dy
I'p
=% (0,v9,1). (8.9.11)

Here, if vg is chosen so that Eq. (8.9.11) becomes zero, the second term on
the right-hand side of Eq. (8.9.9) vanishes. This relationship shows that the
self-adjoint relationship

u = vg (8.9.12)

holds.
Furthermore, the first-term on the right-hand side of Eq. (8.9.9) becomes

Lo (0,u,v0) [9] = / {b' (u+vo) — agp® '¢'S (u) - E (vo) } ¥ da.
D
(8.9.13)
Hence, u is taken to be a weak solution of Problem 8.9.2 and the self-adjoint

relationship (Eq. (8.9.12)) is assumed to hold. If fy (¢, w) in this case is denoted
as fo (0), we can write

fo0) [9] = Zog (6,4, v0) [9] = (g0, ) , (8.9.14)
where
go=2b"-u—ap* ¢S (u)- E(u). (8.9.15)

On the other hand, with respect to f1 (6),

£.0) 9] = /D §9 dz = (g1, ) (8.9.16)

is established with respect to an arbitrary ¢ € X.

Based on the above results, the function space which contains gg of
Eq. (8.9.15) becomes the same result as Theorem 8.5.2. Hence, by applying H*!
gradient method, the fact that the search vector 9, is in class C%! is guaranteed.

8.9.4 Second-Order #-Derivatives of Cost Functions

Furthermore, the second-order 6-derivatives of mean compliance f, and the
constraint cost function f; with respect to the domain measure of linear elastic
body can also be obtained. Here, we will follow the procedure shown in Sect.
8.5.2.

Firstly, let us think about the second-order 6-derivative of fy. To correspond
to Hypothesis 8.5.4 (1), here b is assumed not to be a function of . The
relationship corresponding to Hypothesis 8.5.4 (2) is satisfied here.
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The Lagrange function % of fy is defined by Eq. (8.9.8). Viewing (6, u) as
a design variable, its admissible set and admissible set of directions are set as
S={00,u) eDxS | % (B,u,v)=0forallveU},
Ts(0,u) ={(0,0) € X XU | Lego (0,u,v) [0,0]=0forallveU}.
The second-order Fréchet partial derivative of % of Eq. (8.9.8) with respect to
arbitrary variations (01, 01), (J2,02) € Ts (6, u) of design variable (8,u) € S
becomes
Lo(0,u)(0,u) (0, u,v0) [(V1,01) , (U2, 02)]
= Zooo (0,u,v9) [V1, V2] + Logu (0, u,v0) [1, D]
+ fogu (0, u, ’Uo) [192, ’01] + gOuu (0, u, ’Uo) [131, 'lA)g] . (8917)

Each term on the right-hand side of Eq. (8.9.17) becomes

3099 (0, u, ’Uo) [191, 192] / (¢o¢ ( ))” (u) -FE (’Uo) ’191’192 dCU, (8918)

Loou (0,u,v0) [01,02] = / S (02) - E (vo) ¥y dz,  (8.9.19)
D

Loou (0,u,v0) [J2,01] = S (1) - E (vo) ¥ dz,  (8.9.20)
D

Louu (0,u,9) [01,D2] = 0. (8.9.21)

Here, uw — up, vg — up, ©; and ¥y use the fact that Oga on I'n. Moreover,
(6™ (0)) and (¢ (9))" are Eq. (8.5.14) and Eq. (8.5.15), respectively. Here,
with respect to an arbitrary variation (9;,0;) € Ts (6,u) for j € {1,2}, the
Fréchet partial derivative of Lagrange function %5 of the state determination
problem becomes

Lsou (0,u,v) [ﬁj,vﬂ

/{ (6% (0)) 0,8 (1) — 6° (0) S (9;)} - E (v) da
(8.9.22)

with respect to an arbitrary v € U. Here, the fact that v and ©; are Oz« on I'p
is used. From Eq. (8.9.22), the equation

o (e™0) .
S(v;) =———~-9;8(u) inD 8.9.23
() = gy 1sS w) (5.9.23)
can be obtained. Hence, substituting ©; of Eq. (8.9.23) into ¥4 in Eq. (8.9.20)
and 4 in Eq. (8.9.19), and considering Dirichlet boundary conditions in the
state determination problem and the adjoint problems with respect to fi, ...,
fm as well as ©; = Oga on I'p, the equations

Loou (0, u,v0) [V1, 2] = Loou (0, u,v0) V2, 01]
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Qb” ¢/l
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(a) ¢ (0) = tan~' 0/ + 1/2 (b) ¢ (60) = (tanh 0 + 1) /2

Fig. 8.13: Coeflicient functions ¢ () in h;.

a(p 2
_ / O g (). E(wy) it dz (8.9.24)
p ¢*(9)
is obtained.
Summarizing the results above, by substituting Eq. (8.9.24) and Eq. (8.9.18)
into Eq. (8.9.17), the second-order #-derivative of mean compliance fy becomes

ho (6, u,vo) [ﬁl,ﬂz]/jj{QW(‘g))

¢ (0)

:/Dﬂ(a,G)S(u)~E(vo)191ﬂ2 dz, (8.9.25)

(¢* (9))”} S (u) - E (vg) 9102 da

where 3 (a, 0) is given by Eq. (8.5.20). Furthermore, if a self-adjoint relationship
isused, S (u)-E (vg) > 0and hg (6, u,vq) [+, -] becomes a coercive and bounded
bilinear form on X.

On the other hand, the second-order -derivative of f; (6) becomes

Iy (6) (91, 92] = £/ (6) [01, 0] = /D &' (0) 9195 do (8.9.26)

with respect to an arbitrary ¥1,92 € X. Here, when ¢ (0) of Eq. (8.1.1) is used,
we get
1 20

¢" (0) = —;m- (8.9.27)

Moreover, when ¢ (0) is given by Eq. (8.1.2), the equation
¢" (f) = —sech?®d tanh 0 (8.9.28)

holds. Figure 8.13 shows the graphs of ¢" (6).

In this way, in the mean compliance minimization problem, the second-order
f-derivative of the object cost function fy is coercive but the second-order
f-derivative of the constraint function f; is not. Hence, if using the Newton
method (Problem 8.6.6), an additional term for capturing coerciveness becomes
necessary.
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8.9.5 Second-Order f-Derivative of Cost Function Using
Lagrange Multiplier Method

When the Lagrange multiplier method is used to obtain the second-order
f-derivative of the mean compliance fo, it becomes as follows. Fixing 91, we
define the Lagrange function for f{ (0) [91] = (go,?1) in Eq. (8.9.14) by

Lo (0, u, wo) = (g0, V1) + L5 (0, u,wy) , (8.9.29)

where %5 is the Lagrange function of Problem 8.9.2, and wqg € U is the adjoint
variable provided for w in g,.

With respect to arbitrary variations (92,4, wo) € X x U? of (6, u,wy), the
Fréchet derivative of %g is written as

"S/ﬂI/O (9’ u, 'LU()) [192) ﬂa ﬁ)O]
= Lo (0,u,wo) [V2] + Lou (0, u, wo) [u]
+ ﬁOWQ (0a u, wO) [11’0] . (8930)

The third term on the right-hand side of Eq. (8.9.30) vanishes if w is the solution
of the state determination problem.
The second term on the right-hand side of Eq. (8.9.30) is

Low (0, u,wp) [u]
/{Qb’ i — 200" ¢’ S (u) - E (@) ¥y — ¢°S (wo) - E (@) } dz.
(8.9.31)

Here, the condition that Eq. (8.9.31) is zero for arbitrary & € U is equivalent
to setting wq to be the solution of the following adjoint problem.

Problem 8.9.4 (Adjoint problem of w, with respect to (go, 1)) Under
the assumption of Problem 8.9.2; let ¢y € X be given. Find wg = wq (1) € U
satisfying

~VT (678 (wo) =2 (V7 (a6 7'¢'S (w)) + 8 )91 in D,

™S (wo) v = 2a¢°"1¢'S (w) vy on I'y,
Wwo = ORd on FD.

Finally, the first term on the right-hand side of Eq. (8.9.30) becomes
Zioo (6, w, wo) [J2]
= / {{2b” ‘u— (a(a—1)¢*2¢% + ap® '¢") S (u) - E(u)} ¥

—OZ(ZSa 1¢ S( ) ('U)Q)—Fb ’LUO:|’L92d93
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I'po

|

(a) Initial density and boundary condition (b) H' gradient method (k =

N
X oW X

(c) H' Newton method (k = 100) (d) H' Newton method
(Hesse gradient, k = 100)

Fig. 8.14: Numerical example of mean compliance minimization: density

Here, u and wy (1) are assumed to be the weak solutions of Problems 8.9.2
and 8.9.4, respectively. If we denote f; (8,u) by f; (9), we have the relation:

Z00 (0, u, v, wo (V1) , 20 (V1)) [P2] = ~6’ (0) [91, 92]
= (gno (0,91) ,92) , (8.9.32)

where the Hesse gradient gy of the mean compliance is given by

guo (0,71)
={—(a(a=1)¢""2¢” +ap* " '¢") S (u)- E (u) +2b" - u} v,
—ag® ¢S (u) - E (wo (91)) + b - wp (V1) . (8.9.33)

If b is not a function of 8, with respect to the solution wg of Problem 8.9.4,

E (wy (91)) = _20‘;5/

E (v9) V1 (8.9.34)

holds. Substituting Eq. (8.9.34) into Eq. (8.9.33), it can be confirmed that
Eq. (8.9.32) accords with Eq. (8.9.25).

8.9.6 Numerical Example

The results of mean compliance minimization for a two-dimensional linear elastic
body with a boundary condition referred to as the coat-hanging problem is
shown in Figs. 8.14 to 8.16. The initial density (§ = 0) and the boundary
condition for the linear elastic problem are shown in Fig. 8.14 (a). A domain in
which the density is constrained (Qco in Eq. (8.1.3)) was not set. The program
is written using the programming language FreeFEM (https://freefem.org/)
[16] using the finite element method. In the finite element analyses of the linear
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Fig. 8.15: Numerical example of mean compliance minimization: cost functions
and gradients and Hessians of f, on the search path (g¢: H' gradient method,
he,ge: H' Newton method, guo, h1,g%: H' Newton method using the Hesse

gradient).
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Fig. 8.16: Numerical example of mean compliance minimization problem:
distance || — 6*|| y from an approximate minimum point 8* (g«: the gradient
method, h¢, ge: the Newton method, gmg,h1,9«: the Newton method using
the Hesse gradient).

elastic problem and the H' gradient method or the H' Newton method, the
second-order triangular elements were used. In the case using the H' Newton
method, the routine of the H' Newton method was started from kx = 10. The
results were changed with ¢, in Eq. (8.7.1), ¢p in Eq. (8.6.3), ¢p1 and ¢pp in
Eq. (8.6.7), ¢; in Eq. (8.7.8) and the parameter (errelas) to control the error
level in the adaptive mesh. For details, we refer the readers to the programs
themselves.!

Figure 8.14 (b) to (d) show the densities obtained by the three methods
(H1 gradient method using g = go + A1g1, H' Newton method using hgy =
ho + A1hy and go, and H! Newton method using gno, b1, g2). Figure 8.15 (a)
shows the cost functions fo/ foinit and 1+ f1/c¢; normalized with fy at the initial
density denoted by foinit and c; set with the domain integral of the initial density
(volume), respectively, with respect to the iteration number k. Figure 8.15 (b)
shows those values with respect to the distance Ef:_ol Hﬁg(i) H + on the search
path in X. The graphs of fy’s gradient (the gradient of the Lagrange function
£ = % + M f1) calculated as <g;g,199(k)>/||199(k)||x are shown in Fig. 8.15
(c) and (d) with respect to the iteration number and the search distance,
respectively. Moreover, Fig. 8.15 (e) and (f) show the graphs of fy’s second-order

derivative hg [ﬁg(k), ﬂg(k)} / Hﬁg(k) H; (in the case of the Newton method using

. 2 .
the Hesse gradient, (<gH0,199(k)> + Ahyp [ﬁg(k),ﬁg(k)]) / ||19g(k)HX) with respect
to the iteration number and the search distance, respectively. In these notations,
the norm of the i-th search vector is defined by

1/2
199l = ( /D (V901 - Vg + 02 dw) : (8.9.35)

1See Electronic supplementary material.
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The computational times until £ = 100 by PC were 6.897, 17.073 and 32.394
sec by the H' gradient method, the H' Newton method and the H' Newton
method using the Hesse gradient, respectively.

We explain the numerical results and give some considerations as follows.
The graphs in Fig. 8.15 (a) clearly show that the convergence speed with respect
to the iteration number k is faster when using the H' Newton method than when
applying the H'! gradient method. However, when the H' Newton method
started, ¢p1 and cpp in Eq. (8.6.7) were replaced with smaller values so as
to avoid any numerical instability during iterations. As a result, it can be
considered that the convergence speed was increased by enlarging the step size.
In reality, the following phenomenon was observed. When we set ¢, to zero
(H' gradient method), the computation fails at k¥ = ky. However, when we
put a larger value for cpg in Eq. (8.6.7), we have a convergence similar to the
H' Newton method. Moreover, based on the fact that the three graphs plotted
in Fig. 8.15 (b) coincide, we conclude that the search paths due from each
methods are actually the same. Based on these observations, we infer that the
H' Newton method is superior to the first-order method, in the sense that we
can take larger values for the step size.

Based from the results shown in Fig. 8.15 (d) and (f), we also draw some
particular observations around the minimum point as follows. Firstly, since
the Hessian of fy on the search path has a positive value, we deduce that the
point of convergence is a local minimum. Secondly, we noticed that both the
first derivative and the Hessian eventually diminish to zero. This key finding is
observed because we assumed a sigmoid function for the density of the design
valuable 0, and obtained a small variation of the density around the minimum
point where the density converges to 0 or 1 that causes a small variation of the
cost functions.

In addition, Fig. 8.16 (a) shows the graphs of the distance Hﬁ(k) —0* ||X from
an approximate minimum point 6* obtained by the three methods with respect
to the iteration number k. The approximate minimum point 8* was given by the
numerical solution of § when the iteration time is taken larger than the given
value in the H' Newton method. From this figure, it can be confirmed that the
convergence orders for the results by the H' Newton methods are more than the
first order. However, Fig. 8.16 (b), plotting the k-th distance |8, — 6%y with
respect to the (k — 1)-th distance (the gradient of the graph shows the order
of convergence as explained by using Eq. (3.8.13)), shows that the convergence
order of the H' Newton method is less than the second order, while more than
the first order. This result is possibly due to the fact that the bilinear form
ax in X was added to the original Hessian in order to ensure coerciveness
and boundedness of the left-hand side of Eq. (8.6.6). By this addition, the H!
Newton method has a different structure from the original Newton method. It is
still unclear, however, whether a solution with second-order convergence exists
for the problem analyzed in this section.
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Fig. 8.17: Stokes flow field of #-type.

8.10 Topology Optimization Problem of Stokes
Flow Field

The fact that the topology optimization problem can be constructed even with
respect to a flow field is shown in the literature [1,8,11-14,33]. Here, the mean
flow resistance minimization problem of the one-dimensional branched Stokes
flow field mentioned in Section 1.3 is extended to a d € {2,3}-dimensional
topology optimization problem of #-type. Here, #-derivatives of cost functions
and second-order #-derivatives are shown up as far as can be sought. In this
section, D is assumed to be a Stokes flow field and X and D are taken to be
defined in Eq. (8.1.3) and Eq. (8.1.4), repectively.

8.10.1 State Determination Problem

Let us define a Stokes problem as a state determination problem. A Stokes
problem (Problem 5.5.1) was defined in Section 5.5 but here a Stokes flow field of
f-type such as the one in Fig. 8.17 is considered. In this regard, some definitions
will be added. With respect to U and S, Eq. (8.9.1) and Eq. (8.9.2) will be used
respectively, but I'p = 0D. Furthermore, with respect to gr > d, put

P:{qeLQ(D;R)’/qux:O}, (8.10.1)
Q = PN L**® (D;R). (8.10.2)

In a topology optimization problem of a flow field, a flow field passing
through porous media (penetration flow) is used. In an penetration flow,
between the flow speed u and pressure p, the Darcy law given by

k
u=—--Vp
I
is assumed to hold. Here, k and p are positive constants known as penetration
and viscosity coefficients. In a topology optimization problem of a flow field,
replace the constant 1/k representing the difficulty of penetration with

¢(1+a)} a(l—9)

o+ a =¥ a+ ¢

$(9) =t {1 - (8.10.3)
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Fig. 8.18: Coeflicient v expressing the flow resistance with respect to fluid
content ¢.

and Vp in the Stokes equation with ¢ (¢ (0)) u + Vp. Here, ¢ represents the
fluid content equivalent to the density of fluid and its range is assumed to be
limited to [0, 1]. Hence, similarly to the density in the previous sections, ¢ is
assumed to be given by the sigmoid function with respect to the design variable
f € X. Moreover, 1 is a positive constant which gives the maximum value of
the resistance to flow, « is a constant controlling the non-linearity and is chosen
from (0, 1]. In the paper [1], it is changed from 0.01 to 1 along with calculation
progression. Figure 8.18 shows the function ¢ (¢).
Here, the following assumption is set.

Hypothesis 8.10.1 (Regularities of known functions) With respect to
qr > d7

be L*™ (D;RY), wup € {ue W' (D;RY) | V-u=0in D}
is assumed. 0

Using these assumptions, a Stokes problem of #-type is defined in the
following way.

Problem 8.10.2 (6-type Stokes problem) Let b and up satisfy Hypothesis
8.10.1, and Hypothesis 8.2.2 holds with respect to the opening angles of
boundary corner points.  Moreover, ¥ (¢) is taken to be Eq. (8.10.3).
Furthermore, ¢ () is assumed to be given by Eq. (8.1.1) or Eq. (8.1.2). Here,
obtain (u,p) : D — R4*! which satisfies

-V (uVu") + ¢ (¢ (@))u" +Vp=b" inD, (8.10.4

V-u=0 inD, (8.10.5

u=up on JdD, (8.10.6
(

/pdsz.
D

)
)
)
8.10.7)

g
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For later use, the Lagrange function with respect to Problem 8.10.2 is defined
as

‘i/ﬂs (97u7p7an)
- /D{_“ (VuT) - (VoT) — ¢ (6(0) u-v
+pV~v+b'v+qV~u}dx

+ - {(u —up) - (o,v — qv) +v - (uO,u — pv)} dv, (8.10.8)

where (u, p) is not necessarily the solution of Problem 8.10.2, and (v,q) € U x P
is a Lagrange multiplier.
When (u, p) is a solution to Problem 8.10.2, the equation

gS (gauvpaan) =0

is established with respect to an arbitrary (v,q) € U x P.

8.10.2 Mean Flow Resistant Minimization Problem

Let us define a topology optimization problem of #-type with respect to a Stokes
flow field. Define the cost functions as follows. Firstly, let us define a cost
function representing the resistance to flow as

fo (0, u,p) = —/

b-udzx+ / up - (uo,u — pr)dy. (8.10.9)
D oD

The first term on the right-hand side of Eq. (8.10.9) represents the negative value
of the rate of work due to the volume force. This value was given a negative sign
because the greater it is, the greater the flow speed is. On the other hand, the
second term on the right-hand side of Eq. (8.10.9) is equivalent to the energy
per unit time lost through the viscosity inside Stokes flow field represented by
the boundary integral. From the fact that these express the property of flow
resistance, fy will be referred to as the mean flow resistance. With respect to
this,

f1(0) = /D¢(9) dz — ¢ (8.10.10)

is the cost function for constraint with respect to the domain measure of the
flow field. Here, ¢; is a positive constant such that f; (#) < 0 holds with respect
to some 6 € D. Using these, the minimization problem of mean flow resistance
is defined as follows.

Problem 8.10.3 (Mean flow resistance minimization problem) Let D,
S and Q be Eq. (8.1.4), Eq. (8.9.2) and Eq. (8.10.2), respectively. Let (u,p) be
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the solution of Problem 8.10.2 with respect to # € D and fy and f; are given
by Eq. (8.10.9) and Eq. (8.10.10). In this case, obtain 6 which satisfies

i 0, u, 0) < 0, Problem 8.10.2} .
(e,u_uﬁ%?msxg{fO( u,p) | f1(0) roblem }

8.10.3 0-Derivatives of Cost Functions

Let us obtain the 6-derivative of fo (8, w, p) via the adjoint variable method. Let
the Lagrange function of fy be

"S/po (0, u,p,vo, qO)
= fo (9’ ’U,,p) - gs (95 u,p, vaqO)

:/D{M(VUT) (Vvg) + 9 (6(0)u-vo —pV - vg
—b-(vo—i—u)—qu-u}dx

A= up) - (u,w0 — o) + (w0~ up) - (udu— p)} o
(8.10.11)

Comparing with Eq. (8.9.8) defining the Lagrange function with respect to mean
compliance of linear elastic body, here a negative sign was put on %. This
change is so that a self-adjoint relationship can be obtained later. Although
in the mean compliance minimization problem of a linear elastic body, the
minimization of the displacement was the aim, in a Stokes flow field mean flow
resistance minimization problem, the maximization of flow is aimed for. Hence,
this type of difference arose. The Fréchet derivative of %, with respect to an
arbitrary variation (9, @, p, o, do) € X x (U % P)2 of (0, u,p,vo,qo) is

fé (93 u,p, vo, (IO) [793 avﬁa ﬁOa fio]
= 9%09 (07u7p7 Vo, qo) [19] + ZOup (97uap7 'l]o,(]o) [ﬂ’ﬁ]
+ "E’ﬂOvoqo (0,’[1.7]77 ’UO,Q()) [@quAO] . (81012)

Each term is considered below.
The third term on the right-hand side of Eq. (8.10.12) becomes

gO'UOqO <9’ u, p, vo, qO) [1}07 QO] = "E’ﬂS'voqo (0’ u,p, vo, qO) [605 qAO}
= _gs (97 u,p, @Oa q()) . (81013)

Equation (8.10.13) is a Lagrange function of the state determination problem

(Problem 8.10.2). Hence, if (u, p) is the weak solution of the state determination

problem, the third term on the right-hand side of Eq. (8.10.12) vanishes.
Moreover, the second term on the right-hand side of Eq. (8.10.12) becomes

gOup (9, u,p, v, qO) [ﬁ’7ﬁ]
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:iéﬁ“<VﬁT)%VWJ)+¢w¢w»a-vo_ﬁv.vo
*b"‘l*%v"&}dx

- {@ - (ndyvo — qov) + (vo — up) - (p, @ — pv)} dy
oD
= _ES (97 Vo, 40, ﬂ'?ﬁ) (81014)

with respect to an arbitrary variation (u,p) € U x P of (u,p). Hence, when the
self-adjoint relationship

(u,p) = (vo, ) (8.10.15)

holds, the second term on the right-hand side of Eq. (8.10.12) becomes zero.
Furthermore, the first term on the right-hand side of Eq. (8.10.12) becomes

oo (0. .p.90.0) 7] = [ /(60 &/ (0) w00 d. (8.10.16)

Therefore, suppose (u, p) is a weak solution of Problem 8.10.2 and that the
self-adjoint relationship Eq. (8.10.15) holds. If fo (6, u, p) in this case is written
as fo (0), the equation

fo(0)[9] = Lo (0, u,p,v0,q0) [9] = (g0, V) (8.10.17)
holds, where
go = V' ¢'u - u. (8.10.18)

When using ¢ (¢) of Eq. (8.10.3), we get

: a(l+a)
=—M——0=- 8.10.19
V' (¢) = =1 @1 a? ( )
On the other hand, with respect to f; (),
O W= / ¢'0 da (8.10.20)
D

holds with respect to an arbitrary 9 € X.

Based on the results above, the function space containing go of Eq. (8.10.18)
is included in W14r (D;R) € X’ which is smoother than the result of Theorem
8.5.2. From the fact that W= (D;R) C C°(D;R), it is thought that even
without applying the H' gradient method, a numerically unstable phenomenon
will not be generated. However, in order for the search vector ¥, to guarantee
C%! class, the H' gradient method is required.
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8.10.4 Second-Order 6-Derivatives of Cost Functions

Furthermore, the second-order #-derivatives of the cost functions of the mean
flow resistance fy and constraint function f; with respect to the domain measure
of flow field can be obtained. Based on the procedures looked at in Sect. 8.5.2,
let us also look here at obtaining the second-order 6 derivativs of fy and f7.

Firstly, let us think about the second-order #-derivative of fy. With respect
to Hypothesis 8.5.4 (1), b is assumed not to be a function of 8. The relationship
corresponding to Hypothesis 8.5.4 (2) is satisfied here.

The Lagrange function .4 of fy is defined in Eq. (8.10.11). Viewing (6, u, p)
as a design variable, its admissible set and admissible direction is set as

S={(0,u,p) eDxSxQ|
% (0,u,p,v,q) =0 for all (v,q) € U x P},
Ts (0,u,p) ={(9,0,7) € X xU x P |
Lspup (0,u,p,v,q) [9,0,7] =0 for all (v,7) € U x P}.

The second-order O-derivative of %, with respect to arbitrary variations
(U1,01,71) , (P2, 02, 712) € Ts (0, u, p) becomes

L0(0,up) (0,u,p) (0,1, ,00,q0) [(D1,01,71) , (U2, D2, T2)]
= L0 (0, u, p, vo, o) [V1, V2] + ZLogup (0, u, p, vo, qo) [91, V2, 2]

+ Looup (0, u,v0) [¥2, V1, T1] + Loupup (0,1, v0) [U1, 71, V2, 2] .
(8.10.21)

Each term on the right-hand side of Eq. (8.10.21) becomes
9%099 (97 u,p, vo, q()) [191’ 192]

= [ {00 @)@ 0+ 00) 6" O} u- oot dz. (5102

Looup (0,u,p,v0, o) [V1,02, 2] = /le/ (¢ (0)) @' (0) Vg - vo 01 du,

(8.10.23)
Looup (0, u,p,v0,q0) V2,01, 71] :/ V' (¢(0)) @' (0) 01 - v V2 du,
D
(8.10.24)
D%Oupup (9, u,p, v, qo) [{)17 7}1, ’02; 7%2} = 0. (81025)

Here, the fact that w — up, vg — up, U1 and ¥y become Oga on D was used.
In this case, with respect to arbitrary variation (¥;,v;,@;) € Tg(60,u,p) for
j € {1,2}, the Fréchet partial derivative of the Lagrange function %5 of the
state determination problem establishes the equation

D%SQ‘U,]) (97 u,p,v, Q) [797 ﬁ’ ﬁ-]
— [{ou(veT) - (Vo) ~ v o) @)u- v
D
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~U(6(0) D v+ AV v+ qV - Dda
=0 (8.10.26)

with respect to an arbitrary (v,q) € U x P. Here, the fact that v and © are
Oga on I'p as well as Eq. (8.10.5) were used.

Here, the next assumption is set up. At a local minimum point of a mean
flow resistance minimization problem (Problem 8.10.3), it is thought that the
fluid content ¢ (6) converges to 0 and 1, and the terms introduced in order to
provide flow resistance becomes sufficiently small in actual flow field of ¢ (0) ~ 1.
Hence, in Eq. (8.10.26), it is assumed that

/D{_” (Vo)) (VoT) + 4,7 0 44V 05 fdo =0 (8.10.27)

is established. In this case, the condition

L VOO,

= semy U mD (8.10.28)

can be obtained. Hence, substituting (¥;, ;) into (01, 7) in Eq. (8.10.24) and
(Dg,72) in Eq. (8.10.23), then
Lovup (0,4, v0) [U1, 2, 72
= gOQup (97 u,p,vo, QO) [1923 {)17 ﬁ-l]

_ / W (00) ¢ (0)
b Y(6(0)

Uu - Vo ’191192 dx (81029)

is obtained.

Summarizing the results above, by substituting Eq. (8.10.29) and
Eq. (8.10.22) into Eq. (8.10.21), the second-order #-derivative of mean flow
resistance fy becomes
('¢)*

ho (V1,72) = / {1/// (¢/)2 + ¢ — 2¢}U ~vo U102 do

D

=/ V18 (o, 0) u - vo 917 da. (8.10.30)
D

In the above equation, 1’ (¢) becomes Eq. (8.10.19) and

_ 200 (1 + @)
(¢+a)”

When Eq. (8.1.1) is used in ¢ (6), ¢’ (8) and ¢” (0) are given by Eq. (8.5.7) and
Eq. (8.9.27), respectively. Moreover, if ¢ (6) is given by Eq. (8.1.2), these are
given by Eq. (8.5.8) and Eq. (8.9.28), respectively. Figure 8.19 shows the graph
of B (a, ). From S (e, 8) < 0 and the self-adjoint relationship u- vy = u-u > 0,
it can be confirmed that hg (-, -) is not coercive.

V' (9) (8.10.31)
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B8
(a) ¢ (0) =tan"' 0/ +1/2 (b) ¢ (0) = (tanh 6 + 1) /2

Fig. 8.19: Coefficient functions 8 («, ) at second-order @-derivative of mean
flow resistance.

On the other hand, the second-order 6-derivative of f; (6) becomes
Eq. (8.9.26). The graph of ¢ () is shown in Fig. 8.13.

In this way, the second-order @-derivative of the cost function fy in mean
flow resistance minimization problem is not coercive and the second-order
0-derivative of the constraint function f; does not become coercive either.
Hence, if the Newton method (Problem 8.6.6) is to be used with respect to a
mean flow resistance minimization problem, there is a need to use an appropriate
bilinear form ax (¥4:,%) to capture coerciveness.

8.10.5 Second-Order 6-Derivative of Cost Function Using
Lagrange Multiplier Method

When the Lagrange multiplier method is used to obtain the second-order
0-derivative of the mean flow resistance fy, it becomes as follows. Using the
same discussion as Section 7.5.4, we fix ¥J; and define the Lagrange function for
fo (0) [91] = (go, V1) in Eq. (8.10.17) by

ﬁo (0, u,p, wOvTO) = <g()7191> - XS (97’111,[)7 ’LU(),’I’()) ) (8]‘032)

where %5 is given by Eq. (8.10.8), and (wg,rg) € U x P is the adjoint variable
provided for (u,p) in g,.

With respect to arbitrary variations (Jq,a, p, wo,7y) € X x (U x P)2 of
(6, u,p,wo, 1), the Fréchet derivative of A is written as

%,0 (97 u,p, wo, TO) [1927 ’&,]3, "1’0; 'FO}
= -=g100 (97 u,p, wo, TO) [192} + ﬁoup (9, u,p,wy, 7’0) [ﬁ,ﬁ]
+ "S’pIO’wo?"o (9,11/7]7, w07T0) [117077:0] . (81033)

The third term on the right-hand side of Eq. (8.10.33) vanishes if (u,p) is the
solution of the state determination problem.
The second term on the right-hand side of Eq. (8.10.33) is

o%Oup (9, u,p,wo, TO) [ﬂvﬁ]
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_ /D {206/w- @ty + p (Vwg) - (Va7 ) + 0 (9(0) wo - @

— PV - wy — 1V - ﬁ}dx. (8.10.34)

Here, the condition that Eq. (8.10.34) is zero for arbitrary (@,p) € U x P is
equivalent to setting (wo, 79) to be the solution of the following adjoint problem.

Problem 8.10.4 (Adjoint problem of (wg,ry) with respect to (gg, 1))
Under the assumption of Problem 8.10.2, let ¥y € X be given. Find
(wo,ro) = (wo (V1) ,710 (91)) € U x P satistying

V' (uVwg) +Yw] +V'rg=—2¢/'¢'vgd; in D,
V- wy=0 inD,
wo = Oga  on 0D,

/ rodx = 0.
D

Finally, the first term on the right-hand side of Eq. (8.10.33) becomes

“Z0o (0,u,p, wo, 7o) [V2]
= [ {7 @)+ o) et + i wa (1)} 22

Here, (u,p) and (wq (V1) ,70 (¥1)) are assumed to be the weak solutions of
Problems 8.10.2 and 8.10.4, respectively. If we denote f; (6, u,p) here by f; (6),
we have the relation:

Lroo (0, w, p,wo (V1) ,70) [92] = fi (0) [91, 2]
= (guo (0,91) ,92) , (8.10.35)

where the Hesse gradient gy of the mean flow resistance is given by
gio (0,01) = (¥ () + 00" ) w-wdy +¥/¢u-wo (1), (8.1036)
If the same relation with Eq. (8.10.27) is satisfied in Problem 8.10.4,

V'
(4

holds. Substituting Eq. (8.10.37) into Eq. (8.10.36), it can be confirmed that
Eq. (8.10.35) accords with Eq. (8.10.30).

wo (191) = — 'U()’L91 (81037)
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(a) Initial density and boundary condition (b) H' gradient method (k = 100)

(c) H' Newton method (k = 100)

(d) H' Newton method
(Hesse gradient, k = 100)

Fig. 8.20: Numerical example of mean flow resistance minimization: densities

(black and white are inverted).

4
L]

(a) Initial density

(b) H' Newton method

Fig. 8.21: Numerical example of mean flow resistance minimization problem:

streamlines
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functions and gradients and Hessians of fo on the search path (g: H! gradient
method, hy,ge: H' Newton method, g, h1,9«: H' Newton method using

Hesse gradient).
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Fig. 8.23: Numerical example of mean flow resistance minimization problem:
distance ||9(k) —0* ||  from an approximate minimum point 6* (ge: the gradient
method, h¢, ge: the Newton method, ¢gng,h1,9«: the Newton method using
the Hesse gradient).

8.10.6 Numerical Example

The results of mean flow resistance minimization for a two-dimensional Stokes
flow field around an isolated object are shown in Figs. 8.20 to 8.23. The
boundary condition of a state determination problem is assumed on the outer
boundary with a uniform flow field in the horizontal direction as shown in
Fig. 8.20 (a). With respect to the initial 0, a two-dimensional Gaussian
distribution was assumed in order for it to be an element of the admissible
set D. Also in this example, a domain in which the density is constrained was
not set. The programs were written using the programming language FreeFEM
(https://freefem.org/) [16] using the finite element method. In the finite
element analyses of the Stokes problem, triangular elements of the second order
with respect to the velocity and of the first order with respect to the pressure
were used. In the case using the H! Newton method, the routine of the H*
Newton method was started at kx = 20. For further details, we recommend the
readers to also examine the exact codes in the programs.?

Figure 8.20 (b) to (d) show the densities obtained by the three methods
(H! gradient method using g¢ = go + A1g1, H' Newton method using hy =
ho+ A1h1 and g, and the H! Newton method using guo, h1, g). In Fig. 8.21,
the streamlines at the initial density and at the optimal density obtained from
the H! Newton method are shown, respectively. The streamlines are defined as
the contour lines of the flow function ¢ : Q (¢) — R such that the flow speed u
is given by (810, —Ob/0z1) " .

The graphs in Fig. 8.22 illustrate the histories of the cost functions as well
as the gradients and Hessians of the objective function fy on the search path

2See Electronic supplementary material.
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with respect to the iteration number k£ and the search distance Zi:ol Hﬂg(i) H X
on X. In this figure, foinit denotes the value of fy at the initial density.
Also, the value of ¢; is taken to be the domain integral of the initial density
(volume). The gradient of fy on the search path was calculated using the
Lagrange function . = % + A\ f1 as <g0+/\191,199(k)>/Hl9g(k)HX. On
the other hand, the Hessian of f; on the search path was computed via
he [ﬁg(kﬁﬂg(k)]/H'ﬁg(k)H?X' In the case of the Newton method using the

Hesse gradient, the ratio (<gH0,199(k)> + A1h1 [ﬁg(k),dj]) / Hﬁg(k)Hi( was used
to calculate the Hessian. The norm Hﬁg(i) HX of the i-th search vector is defined
by Eq. (8.9.35). The computational times until & = 100 by PC were 10.839,
14.763 and 17.046 sec by the H! gradient method, the H' Newton method and
the H' Newton method using the Hesse gradient, respectively.

Looking at the graphs in Fig. 8.22 (c), it also seems that the convergence
speed with respect to the iteration number k is faster when the H! Newton
method is applied than when the H' gradient method is used. However, this
increase in convergence speed might have been due to the fact that cp; and cpg
in Eq. (8.6.7) are set with smaller values that had made the step sizes larger.
Meanwhile, we noticed that the search paths for the three methods are the same
as evident from the three coinciding graphs plotted in Fig. 8.22 (d). Moreover,
from Fig. 8.22 (d) and (f), it can be observed that the point of convergence is
a local minimum and that both the first derivative and the Hessian eventually
diminish to zero. The reason behind these observed behaviors of the methods
is the same as the ones given at the end of Sect. 8.9.6. Moreover, in the case of
the Stokes flow field, although hg (-, - ) itself is not coercive as shown in Sect.
8.10.4, it can be confirmed that the point of convergence is a minimum point,
since the Hessian of f; on the search path is positive valued.

In addition, Fig. 8.23 (a) shows the graphs of the distance ||0(k) — Q*HX from
an approximate minimum point 6* obtained by the three methods with respect
to the iteration number k. The approximate minimum point 6* was substituted
with the numerical solution of § when the iteration time is taken larger than the
given value in the H! Newton method. From this figure, it can be confirmed
that the convergence orders for the results via the H' Newton methods are
higher compared to that of the first order. However, from Fig. 8.23 (b), plotting
the k-th distance HH(;C) —0%|| with respect to the (k — 1)-th distance, the
convergence order of the H' Newton method is less than the second order but
is greater than the first order. The reason behind this result is considered the
same as that stated at the end of Sect. 8.9.6.

8.11 Summary

In Chap. 8, the problem for seeking optimal hole positions with respect to
a domain, in which a boundary value problem of partial differential equation
is defined, is constructed as topology optimization problem of #-type and its
solution was looked at in detail. The key points are as below:
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If the characteristic function of a domain is chosen as a design variable,
it is known that regularity is insufficient and an optimization problem
cannot be constructed (beginning of Chap. 8).

If a density is chosen as the design variable, a topology optimization
problem can be constructed (beginning of Chap. 8). However, the set
of functions whose range is limited to [0,1] does not become a linear
space. Hence, by choosing a function § € X = H!(D;R) whose range
is not constrained as the design variable and providing the density as
a sigmoid function of #, a topology optimization problem of #-type can
be constructed based on the framework of the abstract optimal design
problem shown in Chap. 7 (Sect. 8.1).

When a Poisson problem is chosen as a state determination problem (Sect.
8.2), a topology optimization problem of 6-type will be constructed as
Problem 8.3.2 (Sect. 8.3).

The 6-derivatives of cost functions can be obtained by the Lagrange
multiplier method (Sect. 8.5.1). However, such #-derivatives are not
necessarily going to be in X (Remark 8.5.3). Moreover, the second-order
f-derivatives of cost functions can be sought by substituting in the
f-derivative of the solution of a state determination problem into the
second-order #-derivative of the Lagrange function (Sect. 8.5.2).

The descent vectors of cost functions can be obtained using the
f-derivatives of cost functions by a gradient method (H' gradient method)
on X = H* (D;R) (Sect. 8.6.1). The solution of the H! gradient method
is included in the admissible set apart from the singular points (Theorem
8.6.5). Furthermore, if the second-order §-derivatives of cost functions can
be calculated, the descent vectors of the cost functions can be sought via
the H' Newton method (Sect. 8.6.2).

The solution to the topology optimization problem of #-type can be
constructed using the same framework as the gradient method with respect
to a constrained problem and the Newton method with respect to a
constrained problem shown in Chap. 3 (Sect. 8.7.1 and Sect. 8.7.2).

When the numerical solutions of a state determination problem, adjoint
problem, and H' gradient method are to be sought via the finite element
method, and a first-order finite element is used to seek the search vector
¥4, the error of the finite element solution reduces linearly with respect to
the maximum diameter of the finite element (Theorem 8.8.5).

When a linear elastic problem is taken to be a state determination
problem, and a mean compliance and a function for domain measure
are chosen as object and constraint cost functions, the 6-derivatives and
second-order @-derivatives of the cost functions can be obtained (Sect.
8.9.3).
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If the Stokes problem is taken to be a state determination problem, and
a mean flow resistance minimization problem under a domain measure
constraint is considered, the #-derivatives and second-order #-derivatives
of the cost functions can be obtained (Sect. 8.10.3).

8.12 Practice Problems

8.1

8.2

8.3

8.4

When a 6-type Poisson problem (Problem 8.2.3) is made into a state
determination problem, what would be the cost function such that the
self-adjoint relationship holds? Moreover, show its #-derivative.

Change the extended Poisson problem defined in Chap. 5 (Problem
5.1.3) to f-type, and formulate a topology optimization problem of #-type
using the extended Poisson problem as a state determination problem, the
object cost function such that the self-adjoint relationship holds, and the
constraint cost function with respect to the domain measure. Moreover,
show the KKT conditions with respect to that problem.

When many cost functions are defined and the maximum values of them
have to be minimized, the § method is known as a way to construct an
optimal design problem [39]. If the topology optimization problem of
f-type is rewritten with the S method, we obtain the following:

Problem 8.12.1 (The 8 method) Let D and § be Eq. (8.1.4) and
Eq. (8.2.2), respectively, and f1, ..., fin : X xS — R be given as
Eq. (8.3.1). Moreover, let 8 € R. In this case, obtain 6 which satisfies:

min {B] f1(B,u) <B,...,fm (0,u) <, Problem 8.2.3}.
(0, u—up)eDXS

O

Show the KKT conditions with respect to this problem. Moreover, show
the method to determine the Lagrange multipliers when solving this
problem using the H' gradient method (Sect. 8.7.1) with respect to a
constrained problem.

(Supplement) The reason that the § method is preferred is shown as
follows. Even if there are many cost functions, the Lagrange multipliers
with respect to cost functions for which inequality constraints are not
active are zero. Hence, there are no reasons to seek their #-derivatives.

In Practice 1.2, the gradient g, of mean compliance f, with respect
to variation of cross-sectional area was sought by using the gradient of
maximization problem of the potential energy with respect to variation
of @ and the minimum condition of the potential energy with respect
to variation of w. With respect to the mean compliance minimization
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problem (Problem 8.9.3) of a d € {2,3}-dimensional linear elastic body,
think about the problem using

w0 = [ (307 ©8 @ B@-50)u)a
/FN”N'“C”/FD (u—up) - (67 (6) S (vo) v) dy

as the potential energy and seeking (6, ) that satisfies

max min 7 (6, u) .
0D uel

In this case, show that the 6 gradient when using w satisfying min,cy 7
is the same as half of g in Eq. (8.9.14).

In Practice 1.8, the gradient g, of mean flow resistance f, with respect
to variation of cross-sectional area was obtained using the gradient of
minimization problem of a formal potential energy for a dissipative
system with respect to variation of @ and maximum condition of the
formal potential energy with respect to variation of p. With respect
to the mean flow resistance minimization problem (Problem 8.10.3) of
d € {2, 3}-dimensional Stokes flow field,

W(O,u,p):/l){%u(VuT)-(VuT)—&-%w(qb(H))u-u—pV-u
—b-u}dx—/aD(u—uD)-(u@;u—pu)dw

is used to seek (6, u,p) which satisfies

min min max 7 (0, u, p) .
0eD uel peP

In this case, show that the 6 gradient of m when using (u,p) satisfying
min, ey max,ep 7 is the same as half of g in Eq. (8.10.17).
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