WSKS (Weakly Second-order monadic
logic with k Successors)

e Logic with variables on strings of £ alphabet
symbols and variables on sets on the strings

e EX.: Vz.(xr e X =x€Y)
e Satisfiability is decidable



e Syntax of WSKkS
- term: 1st order variables z, vy, z... and strings
of alphabet {1,...,k} (variable can occur on
left side)
EX.: 1123, 211, ¢

- Atomic formula: s=t, s<t, s>t, te X
(s,t for terms, X,Y for 2nd order variables)

- Formula: constructed atomic formulae by
vV, A, 0, =, <, &, dx, Vz, X, VX



e Semantics of WSKkKS
- Terms are interpreted as strings

- 1st order variable = represents a string, 2nd
order variable X represents a set of strings

- = for equality on strings, € for membership,

< for prefix relation Ex.: 13 < 1322,
11 £ 121

-Let ¢t; € {1,...,k}*, and S; C {1,...,k}*".
Let ¢ be formula with free variables x4, ...,z

and Xq,...,Xmn.
t1,...,tn,S51,...,5m = ¢ denotes that ¢ holds

for assignment ¢; to z; and §5; to X,




e Examples of formula, and their abbreviation
- Subset X CY
Ve(x e X =>x€Y)
- Set equality YV = X
YCXAXCY
- Set emptiness X = ()
VY. (Y CX =Y = X)
- Intersection emptiness X NY =0
Ve.((r e X =2 Y)AN(zeY =& X))

- Singleton set Sing(X)
X#£PAVY(Y CX = (Y =XVY =0))



e Examples of formula, and abbrev. (cont.)

- Union of sets X = .61 X;
=
7\ X; CXAVe.(xre X = \n] r € X;)
- P;:tlition Partition(X, X1, Z_,an)
x=0xin(N A XnxX;=0)
i=1 i=1 j=i+1

- Prefix x < y: (i.e. < is not essential)
k
VX (ye XA(Vz.(V zi€e X) = z€ X)

=1
=z € X)

- Prefix closed PrefixClosed(X):
VeVy.((zr e X ANy<z)=>yeX)



e Q8: Show WSKS formulae
(a) Set X contains at least one string that
begins from 1

(b) Set X consists of exactly two elements



e Restriction of the syntax: no 1st order vari-
ables with following atomic formula In pre-
serving the power:

- XCY, Sing(X), X =Y1i, X =¢
- X =Y 1S Interpreted as both X and Y are
singleton sets {t} and {s} satisfying t = si
- For a restricted WSkKS ¢ and sets S;’s,
S1,...,.5, = ¢
denotes that ¢ holds for the assignment §5;
to X,




e Prop. 1: There exists a transformation T
from WSKS formula to an equivalent restricted
formula, i.e.,

S1y.eesSny O1,ee.,Om F @
Iff
{s1},...,4{sn},S1,.-.,Sm = T(¢)
An inverse transformation 7’ exists.
e Proof: Construction of 7. T’ is omitted
TtieX) = T(Fy.(y=tiNye X))
T(ye X) = Xy C X ASing(Xy)




e Proof (cont.):
T(t=s) = T(dzz=tNz=25)
(if t and s are non-variables)
T(x=1t1) = T(Fzz=tANxz = zi)
(if t is not a variable)

T(r=¢) = Xp=-c
T(x=y) = Xz 2 XyNANXzC Xy

A Sing(Xz) A Sing(Xy)
T(pVp) =T(¢) VT(¢)
T(—¢) = ~T(¢)
T(3X.¢0) = 3IAX.T(P)
T(Fx.¢p) = IXy.(Sing(Xy) ANT(¢))



Relation definable by WSKS is
recognizable by an NFTA

e A relation R on sets of strings R is definalble
by WSKS:
For Sq,...,5, C {1,...,k}*, there exists a
WSKS formula ¢ such that

(51,

.. Sp) € Riff Sy,...,Sn

= ¢
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e tree representationt = (Sq,...,5,)~ of (S1,...,5n)
Pos(t) =
{e}U{pi| 3/ ey Sjp <o i€ {l,... k})
t(p) = ai---an,

where each q; IS

1 ifpes;
;=<0 ifpgS—i,IpeS;p<yp
1 otherwise

e EX.: For £k =2, A={¢ 11}, B=0, and C =
{11,22}, (A, B,C)~ =
1L0

N

0L0 110

N N\

111 11 111 111

N\

Ll Ll 111 111
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e Th. 2: If a relation R on sets of strings is de-
finable by WSKS, then there exists an NFTA
that recognizes the following language

R = {(S1,...,9)~ | (S1,...,5,) € R}

e Proof: From Prop. 1, we can assume ¢ are
restricted WSKS formula. We prove by struc-
tural induction on ¢. We show the proof fixed
with £ =2
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e Proof (cont.)
- If ¢ is Sing(X), for a final state ¢’

A > g 0\ > g’
q/ q’

N AT
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e Proof (cont.)

-If 9o 1Is X C Y, for a final state ¢

1.1

=~ q

A

===

Ko 0 =
S e
a) o -
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e Proof (cont.)
-If ¢ is X = Y1, for a final state ¢”

_!___1_ }q K = - qfr!

Y
q L

R

q
q q°




e Proof (cont.)
- If ¢ is X = ¢, for a final state ¢

J. =g ! = q
/\

q q

- If ¢ is =¢’, there exists TA A’ that recognizes
R’ defined by ¢’ by IH. We construct TA
that recognizes the complement of R’

- If ¢ is 3X,.¢/, relation by ¢ is i’"th projection
of relation by ¢’. Thus we convert each
rule in TA A’ for ¢

ca;- ()= gqinto - .- () = q



e Proof (cont.)

- Consider that ¢ is ¢’ v ¢”. For simplicity, let
Free variables in ¢’ are X;... X,... X,
Free variables in ¢’ are X;... ...Xj,

Replace each rule of A” by ¢"
------ (--+) — g into rules

Take union this and A’ by ¢’
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e Col.: Satifiability of WSKS formula is decid-
able

e Proof:. Let R by the relation defined by WSKkKS
formula ¢. By Th. 2, there existsa TA A that
recognizes R. It is enoough to decide the
emptiness of A, because “R=0 iff R = ("
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Relation recognizable by NFTA iIs
definable by WSKkKS

e Coding ¢t of trees ¢
- EX.: f(g(a),a) is representable by 4 sets
(S,S¢,8g,5a), where S = {g,1,11,2}, S; =
{e}, Sy ={1}, Sa={11,2}
e Validity of coded tree : Term(X, X, ,..., Xy ):
X # 0 APartition(X, Xy, ..., X )APrefizClosed(X)

k
ANA A Vx |x € Xf —
1=0arity(f;)=1 ’

' k
(/Z\xKGX/\ A xﬁ%X)
/=1 {=1+1

19



e Th. 4: Let L be regular language on F.
There exists a WSKS formula ¢ such that
te L iff t = ¢
e Proof: Let A = (Q,F,Q/,A) be an NFTA
such that L = L(A), where

F=4f1,-- s Jnpry @ ={a1,---,qm}, and

[=(S,8,...,5;)
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e Proof (cont.)
¢ IS the following formula with free variables
X’Xfl”” ,an:
IYqy, -, Y Term(X, Xp ..., X))
A Partition(X, Yqy, .-+, Ygn)

NV eegeYy
PEQ s
AVz. N A ((z € XrAxeY)
feF pel
14
= \/ N zi € Yp,)

f(p1sespp)—pe 1=1
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e Col. 5: Rec is definable by WSKkS

e Proof: For a relation R in Rec, by Th. 4 there
exists a WSKS formula ¢ such that

(t1,...,tn) € RIiff [t1,...,tp] = &
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