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Objective of this class
= statistical inference

1. Collect data (or samples)
® First source
® Second source

2. Process the data (or samples)
® Descriptive statistics
® Make tables or graphs

3. Analyze the data (or samples)
® Statistical Estimation (H#£5E)
® Statistical Test (&%)
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Mathematical Statistics

® Based on the information of a set of data
(or sample ) HAHIZERDFHZEEREICLT
1. To estimate population parameters
BHZHEET H &
2. Totest hypotheses
RERZREZT &
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Statistical Estimation

® You are a sales manager in Nagoya
®You have to make a sales plan in Nagoya.

®First of all, you want to know the size of
the market (demands) in Nagoya.

®in other words, you want to predict the
relation between “the price and quantity”
or “the income and quantity” by region,
age, time, and so on.
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Statistical Test

® You are a general sales manager

®You want to know the difference of the
consumer’s preferences between Osaka
and Nagoya.

®|n other words, you want to do a statistical
test on the hypothesis that Osaka is same
as Nagoya
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Populatlon & Sample
| 7,<2|:

® Population parameter (1)
®Fixed number
®Only the God knows them
® The objectives of estimation
® Sample statistic (BAHET=E)
®Sample = a part of the population
@ Sample statistic is different in each
sampling case
@ Sample statistic = a random variable
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Population Mean 1§
( of a Dice)

®Population mean 1
of a dice H 6 Zk (=3

®Population mean 1
P H = Nzk Xk
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Sample Mean 1y

(=average) X =

® Sample mean 1
® =AVERAGE( ) N
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Population Variance 7
of a Dice

®Population variance of a dice
1
o2 = ng (X, — 1)% =2.9167

®Population variance
®=\VARP()

1
o = 2 Xie=a0)°
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Two kinds of
sample variance

®Max. likelihood , 1 o
variance(&x L 738X) S :HZK (X —X)
®=\VARP()

BUnbiased .
. _— H _
variance(TR 7 HR) s2 = EZK (X, —X)?
H=VAR()
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Standard deviation
2 {RE of “Dice”

®Population SD of a dice

o= \/%Zk (X, — 1)* =1.7078

®Population SD
®=STDEVP()

1
o =1V 2 K =)
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Population Skewness 3=

® Population skewness

1 X, — X 3
_ kK —
Skew_—N Ek( )

O

® Meaning of skewness
® Zeoro . symmetry
® Positive: right-tail skewed (HBIZEHAEKLY)
® Negative: left-tail skewed (ZEIZEHMEKELY)
® No function in EXCEL
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Sample Skewness 3

® Sample skewness
(Estimator of population skewness )

—\3
B n Xk—X
Skew‘(n—l)(n—z)zk( S j

® =SKEW() in EXCEL
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Population kurtosis i<

Kt

® Population kurtosis

1 X — X 4
K
Kurt—N Ek( ) 3

O

® Meaning of relative kurtosis
® Zero : same as normal distribution
® Positive: lepto-kurtic (R 42AY)
® Negative: platy-kurtic (#&3%<89)

® No function in EXCEL
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Sample kurtosis i/

Kt

® Sample kurtosis
(Estimator of population kurtosis)

Urt — n(n+1) Z(xk—YT_ 3(n-1)°
(n=D(n-2)(n-3) <k s (n—2)(n-23)

® =KURT() in EXCEL
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ChebyshevV’s theory

Pr(| X — > ko) < —

K
® k=2
® 3/ 4 of the random values are
in the rage of “‘mean £20”
® k=3
® 8 /9 of the random values are
in the rage of “‘mean £30”
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ChebyshevV’s theory

O O

-20 -O mean o 20

Less than 1/4
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Appendix: Desirable character of
sample statistic

® Unbiasedness < unbiased variance
®If you take samples many times and each
time you calculate a sample parameter

®You can make a distribution of the parameter
® The mean of this distribution = true parameter

® Consistency €< maximum likelihood variance
® The larger the size is, the sample
parameter becomes closer to the true
parameter
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